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1. Introduction

Supposen � 2 is an arbitrary natural number,−∞ < a < b < +∞, andpi : ]a, b[ → R

(i = 1, . . . , n) andq : ]a, b[ → R are measurable functions. The differential equation

u(n) =
n∑

i=1

pi(t)u
(i−1) + q(t) (1.1)

is said to besingular if some of its coefficients are nonintegrable on[a, b] having singu-
larities at one or several points in this segment. For the singular equation (1.1) two-poin
boundary value problems and multi-point problems of the Vallée-Poussin and Cauchy
Nicoletti types have been investigated more or less in detail (see [1,2,5–9,11–13,21–
and the references therein). As for so-called nonlocal multi-point problems (i.e., problem
with conditions connecting the values of a desired solution and its derivatives at dif
points in the segment[a, b]), are studied mainly for a second order equation (see, e.g.
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14–20]), while for higher order equations these problems only rarely studied. The p
paper is devoted to the investigation of two such problems. More precisely, we co
the singular equation (1.1)with the boundary conditions

u(i−1)(t0) = 0 (i = 1, . . . , n − 1),

n−n1∑
j=1

α1j u
(j−1)(t1j ) +

n−n2∑
j=1

α2ju
(j−1)(t2j ) = 0, (1.2)

or

u(i−1)(a) = 0 (i = 1, . . . , n − 1),

n−n0∑
j=1

αju
(j−1)(tj ) = 0, (1.3)

wherenk ∈ {0, . . . , n − 1} (k = 0,1,2),

a < t0 < b, a � t1j < t0 (j = 1, . . . , n − n1),

t0 < t2j � b (j = 1, . . . , n − n2), a < tj � b (j = 1, . . . , n − n0),

and byu(j−1)(a) (by u(j−1)(b)) it is understood the right (the left) limit of the functio
u(j−1) at the pointa (at the pointb).

Throughout the paper, we use the following notations:

• R = ]−∞,+∞[, R+ = [0,+∞[.
• [x]+ and [x]− are the positive and the negative parts of the numberx, i.e., [x]+ =

1
2(|x| + x), [x]− = 1

2(|x| − x).
• Cn−1

n1,n2
(]a, b[) is the Banach space of(n − 1)-times continuously differentiable func

tionsu : ]a, b[ → R having the limits

lim
t→a

(t − a)n1i u(i−1)(t), lim
t→b

(b − t)n2i u(i−1)(t) (i = 1, . . . , n),

where

n1i = [i + n1 − n]+, n2i = [i + n2 − n]+ (i = 1, . . . , n). (1.4)

• The norm of an arbitrary elementu of this space is defined by the equality

‖u‖
C

n−1
n1,n2

= sup

{
n∑

k=1

(t − a)n1i (b − t)n2i
∣∣u(i−1)(t)

∣∣: a < t < b

}
.

• C̃n−1
n1,n2

(]a, b[) is the space of functionsu ∈ Cn−1
n1,n2

(]a, b[) for which u(n−1) is locally
absolutely continuous on]a, b[, i.e., absolutely continuous on[a + ε, b − ε] for an
arbitrarily small positiveε.

• Ln1,n2(]a, b[) is the Banach space of integrable with the weight(t − a)n1(b − t)n2

functionsq : ]a, b[ → R with the norm

‖q‖
Ln1,n2

=
b∫

a

(t − a)n1(b − t)n2
∣∣q(t)

∣∣dt.
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We seek solutions of problems (1.1), (1.2) and (1.1), (1.3), respectively, in the s
C̃n−1

n1,n2
(]a, b[) andC̃n−1

0,n0
(]a, b[).

Along with (1.1) we consider the homogeneous equation

u(n) =
n∑

i=1

pi(t)u
(i−1), (1.10)

and introduce the following definition.

Definition 1.1. We say that problem (1.1), (1.2) (problem (1.1), (1.3)) has the Fred
property in the spacẽCn−1

n1,n2
(]a, b[) (in the spaceC̃n−1

0,n0
(]a, b[)) if the unique solvability

of the corresponding homogeneous problem(1.10), (1.2) (problem(1.10), (1.3)) in this
space implies the unique solvability of problem (1.1), (1.2) (of problem (1.1), (1.3
the spaceC̃n−1

n1,n2
(]a, b[) (in the spacẽCn−1

0,n0
(]a, b[)) for everyq ∈ Ln1,n2(]a, b[) (for every

q ∈ L0,n0(]a, b[)), and for its solution the following estimate

‖u‖
Cn−1

n1,n2

� r‖q̃‖
Cn−1

n1,n2

(‖u‖
Cn−1

0,n0

� r‖q̃‖
Cn−1

0,n0

)
(1.5)

holds, wherer is a positive constant independent ofq and

q̃(t) = 1

(n − 1)!
t∫

t0

(t − s)n−1q(s) ds

(
q̃(t) = 1

(n − 1)!
t∫

a

(t − s)n−1q(s) ds

)
. (1.6)

Remark 1.1. From (1.6) it is evident that

‖q̃‖
C

n−1
n1,n2

� ρ0‖q‖
Ln1,n2

(‖q̃‖
C

n−1
0,n0

� ρ0‖q‖
L0,n0

)
,

whereρ0 is a positive constant independent ofq . Thus (1.5) yields the estimate

‖u‖
C

n−1
n1,n2

� r0‖q̃‖
Ln1,n2

(‖u‖
C

n−1
n1,n2

� r0‖q‖
L0,n0

)
,

wherer0 = ρ0r is a positive constant independent ofq .

In what follows problem (1.1), (1.2) is investigated in the case where the functiopi

(i = 1, . . . , n) have nonintegrable singularities at the pointsa, t0, andb, but

b∫
(t − a)n1−n1i (b − t)n2−n2i |t − t0|n−i

∣∣pi(t)
∣∣dt < +∞ (i = 1, . . . , n), (1.7)
a
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wheren1i andn2i (i = 1, . . . , n) are the numbers given by equalities (1.4). As for pr
lem (1.1), (1.3), it is considered in the case where the functionspi (i = 1, . . . , n) have
nonintegrable singularities only at the pointsa andb, and

b∫
a

(t − a)n−i (b − t)n0−n0i
∣∣pi(t)

∣∣dt < +∞ (i = 1, . . . , n), (1.8)

where

n0i = [i + n0 − n]+ (i = 1, . . . , n).

It is proved that in the above-mentioned cases problems (1.1), (1.2) and (1.1), (1.3
the Fredholm property, and in a certain senseoptimal conditions are found which guarant
the unique solvability of these problems.

2. Fredholm type theorems

Throughout this section, by
◦
Cn−1

n1,n2
(]a, b[) we understand the Banach space of functi

u ∈ Cn−1
n1,n2

(]a, b[), satisfying the initial conditions

u(i−1)(t0) = 0 (i = 1, . . . , n − 1)

with the norm‖u‖◦
C

n−1
n1,n2

= ‖u‖
Cn−1

n1,n2

.

Lemma 2.1 in [11] implies the following lemma.

Lemma 2.1. Letρ > 0, p0 ∈ Ln1,n2(]a, b[) be a nonnegative function and letS be the set o
(n− 1)-times continuously differentiable functionsv : ]a, b[ → R satisfying the condition

v(i−1)(t0) = 0 (i = 1, . . . , n − 1),
∣∣v(n−1)(t0)

∣∣ � ρ (2.1)

and

∣∣v(n−1)(t) − v(n−1)(s)
∣∣ �

t∫
s

p0(τ ) dτ for a < s � t < b. (2.2)

ThenS is a compact subset of the space
◦
Cn−1

n1,n2
(]a, b[).

In addition to this lemma, we need the following simple lemma.

Lemma 2.2. Let

δ = min

{
t0 − a

2
,
b − t0

2
,1

}
, γ = (1+ b − a)n1+n2δ2−2n. (2.3)

Then an arbitrary functionu ∈ ◦
Cn−1

n1,n2
(]a, b[) satisfying the inequality

‖u‖◦
Cn−1 � 1, (2.4)
n1,n2
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also satisfies the inequalities∣∣u(i−1)(t)
∣∣ � γ (t − a)−n1i (b − t)−n2i |t − t0|n−i for a < t < b (i = 1, . . . , n). (2.5)

Proof. In view of (2.4) it is clear that∣∣u(i−1)(t)
∣∣ � (t − a)−n1i (b − t)−n2i for a < t < b (i = 1, . . . , n), (2.6)

and, particularly,∣∣u(n−1)(t)
∣∣ � (t − a)−n1(b − t)−n2 for a < t < b. (2.7)

By virtue of inequality (2.7) and notation (2.3), the identities

u(i−1)(t) = 1

(n − 1− i)!
t∫

t0

(t − s)n−1−iu(n−1)(s) ds (i = 1, . . . , n − 1)

imply

∣∣u(i−1)(t)
∣∣ � 1

(n − i)!δ
−n1−n2|t − t0|n−i

<
(b − a)n1i+n2i

(n − i)! δ−n1−n2(t − a)−n1i (b − t)−n2i |t − t0|n−i

< γ (t − a)−n1i (b − t)−n2i |t − t0|n−i

for a + δ � t � b − δ (i = 1, . . . , n − 1).

If together with this we take into account inequalities (2.6), then the validity of estimat
(2.5) becomes obvious.�
Theorem 2.1. If conditions(1.7) hold, then problem(1.1), (1.2) has the Fredholm propert
in the spaceC̃n−1

n1,n2
(]a, b[).

Proof. SupposeB = ◦
Cn−1

n1,n2
(]a, b[) × R is a Banach space with elementsw = (u, x),

whereu ∈ ◦
Cn−1

n1,n2
(]a, b[), x ∈ R, and the norm is defined in the following manner:

‖w‖B = ‖u‖◦
C

n−1
n1,n2

+ |x|.
For anyw = (u, x) ∈ B andq ∈ Ln1,n2(]a, b[), we set

g(w)(t) = u(n−1)(t0) + x

(n − 1)! (t − t0)
n−1

+ 1

(n − 1)!
t∫

t0

(t − s)n−1

(
n∑

i=1

pi(s)u
(i−1)(s)

)
ds,

�(w) = x +
n−n1∑

α1iu
(i−1)(t1i ) +

n−n2∑
α2iu

(i−1)(t2i ),
i=1 i=1
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h(w)(t) = (
g(w)(t), �(w)

)
,

q̃(t) = 1

(n − 1)!
t∫

t0

(t − s)n−1q(s) ds, h0(t) = (
q̃(t),0

)
.

Then problem(1.1), (1.2) in the spaceC̃n−1
n1,n2

(]a, b[) is equivalent to the linear operat
equation

w = h(w) + h0 (2.8)

in the spaceB sincew = (u, x) ∈ B is a solution of Eq. (2.8) if and only ifx = 0 andu is
a solution of problem (1.1), (1.2). As for the homogeneous equation

w = h(w), (2.80)

it is equivalent to the homogeneous problem(1.10), (1.2).
Let

B1 = {
w ∈ B: ‖w‖

B
� 1

}
,

γ be the number given by equalities (2.3),

ρ = 1+ (t0 − a)−n1(b − t0)
−n2 +

n−n1∑
i=1

|α1i |(t1i − a)−n1i (b − t2i )
−n2i

+
n−n2∑
i=1

|α2i |(t2i − a)−n1i (b − t2i )
−n2i ,

and

p0(t) = γ

n∑
i=1

(t − a)−n1i (b − t)−n2i |t − t0|n−i
∣∣pi(t)

∣∣.
Then, according to condition (1.7),p0 ∈ Ln1,n2(]a, b[). On the other hand, by Lemma 2.
for anyw = (u, x) ∈ B1 the functionu satisfies inequalities (2.5), and consequently, alm
everywhere on]a, b[ we have

n∑
i=1

∣∣pi(t)u
(i−1)(t)

∣∣� p0(t).

If together with this we take into consideration inequalities (2.6) and (2.7), then it bec
evident that∣∣�(w)

∣∣ � ρ,

and the functionv(t) = g(w)(t) satisfies conditions (2.1) and (2.2), i.e.,v ∈ S. Thus we
have shown that the linear operatorh transforms the ballB1 onto the setS × [−ρ,ρ].
However, by Lemma 2.1,S ×[−ρ,ρ] is a compact set of the spaceB. Therefore, the linea
operatorh : B → B is compact. By this fact and the Fredholm alternative for oper
equations (see [4, Chapter XIII, §5, Theorem 1]), Eq. (2.8) is uniquely solvable i
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only if Eq. (2.80) has only a trivial solution. Moreover, if Eq.(2.80) has only a trivial
solution, then the operatorI − h, whereI : B → B is the identity operator, is invertibl
and (I − h)−1 : B → B is a linear bounded operator. We denote byr the norm of the
operator(I − h)−1. Then the solutionw = (u,0) of Eq. (2.8) admits the estimate

‖w‖
B

� r‖h0‖B
= r‖q̃‖◦

Cn−1
n1,n2

. (2.9)

Since problem (1.1), (1.2) is equivalent to Eq. (2.8), it is clear that problem (1.1), (1
uniquely solvable if and only if problem(1.10), (1.2) has only a trivial solution. Moreove
if (1.10), (1.2) has only a trivial solution, then for a solutionu of problem (1.1), (1.2), from
estimate (2.9) the estimate (1.5) follows sincew = (u,0) and‖w‖

B
= ‖u‖

Cn−1
n1,n2

. �
Theorem 2.2. If conditions(1.8) hold, then problem(1.1), (1.3) has the Fredholm propert
in the spaceC̃n−1

0,n0
(]a, b[).

Proof. Let a0 < a be an arbitrarily fixed number. Putα0 = 0,

pi(t) = 0 for a0 � t < a (i = 1, . . . , n), (2.10)

and in the interval]a0, b[ consider the differential equation (1.1) with the boundary co
tions

u(i−1)(a) = 0 (i = 1, . . . , n), α0u(a0) +
n−n0∑
j=1

αju
(j−1)(tj ) = 0. (2.11)

Problems (1.1), (1.3) and (1.1), (2.11) are equivalent in the sense that ifq ∈ L0,n0(]a0, b[),
then the restriction of an arbitrary solutionu ∈ C̃n−1

0,n0
(]a0, b[) of problem (1.1), (2.11) to

]a, b[ is a solution of problem (1.1), (1.3), and vice versa, the extension of an arb
solutionu ∈ C̃n−1

0,n0
(]a0, b[) to ]a0, b[ as a solution of Eq. (1.1) is a solution of proble

(1.1), (2.11) in the spacẽCn−1
0,n0

(]a0, b[).
On the other hand, according to conditions (1.8) and (2.10), we have

b∫
a0

(t − a)n−i (b − t)n0−n0i
∣∣pi(t)

∣∣dt < +∞ (i = 1, . . . , n).

Hence, by Theorem 2.1 it follows that problem (1.1), (2.11) has the Fredholm prope
the spacẽCn−1

0,n0
(]a0, b[). �

Remark 2.1. For the general boundary conditions

u(i−1)(t0) = 0 (i = 1, . . . , n − 1),

n−n1∑
j=1

αju
(j−1)(a) +

n−n2∑
j=1

βju
(j−1)(b) +

m∑
k=1

n∑
j=1

γjku
(j−1)(tjk) = 0 (2.12)

and
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u(i−1)(a) = 0 (i = 1, . . . , n − 1),

n−n0∑
j=1

βju
(j−1)(b) +

m∑
k=1

n∑
j=1

γjku
(j−1)(τjk) = 0, (2.13)

where

a < tjk < b, a � τjk < b (j = 1, . . . , n; k = 1, . . . ,m)

from the proofs of Theorems 2.1 and 2.2 it is clear that if conditions (1.7) (conditions (
are satisfied, then problem (1.1), (2.12) (problem (1.1), (2.13)) has the Fredholm pr
in the spacẽCn−1

n1,n2
(]a, b[) (in the spacẽCn−1

0,n0
(]a, b[)).

3. Existence and uniqueness theorems

For Eq.(1.10) we consider the following two auxiliary initial conditions:

u(i−1)(t0) = 0 (i = 1, . . . , n − 1), u(n−1)(t0) = c; (3.1)

u(i−1)(a) = 0 (i = 1, . . . , n − 1), u(n−1)(a) = c. (3.2)

We first prove the following lemma.

Lemma 3.1. If conditions(1.7) (conditions(1.8)) are fulfilled, then for anyc ∈ R problem
(1.10), (3.1) (problem(1.10), (3.2)) is uniquely solvable in the spacẽCn−1

n1,n2
(]a, b[) (in the

spaceC̃n−1
0,n0

(]a, b[)).

Proof. We prove the lemma only for problem(1.10), (3.1) since for problem(1.10), (3.2)
it can be proved analogously. Set

q(t) = c

n∑
i=1

(t − t0)
n−i

(n − i)! pi(t).

Then, according to conditions (1.7),q ∈ Ln1,n2(]a, b[). On the other hand, it is evident th
problem(1.10), (3.1) is uniquely solvable in the spaceC̃n−1

n1,n2
(]a, b[) if and only if in the

mentioned space the differential equation (1.1) has a unique solution satisfying the
conditions

u(i−1)(t0) = 0 (i = 1, . . . , n). (3.3)

However, due to Remark 2.1, problem (1.1), (3.3) has the Fredholm property in the
C̃n−1

n1,n2
(]a, b[). Thus, to prove the lemma, it suffices to show that the homogeneous pro

(1.10), (3.3) in the spacẽCn−1
n1,n2

(]a, b[) has only a trivial solution.

Let u ∈ C̃n−1
n1,n2

(]a, b[) be a solution of problem(1.10), (3.3). According to condition
(1.7), we have

v(t)
def=

∣∣∣∣∣
t∫ ∣∣u(n)(s)

∣∣ds

∣∣∣∣∣ < +∞ for a < t < b.
t0
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Thus the identities

u(n−1)(t) =
t∫

t0

u(n)(s) ds,

u(i−1)(t) = 1

(n − 1− i)!
t∫

t0

(t − s)n−1−iu(n−1)(s) ds (i = 1, . . . , n − 1)

result in∣∣u(i−1)(t)
∣∣ � |t − t0|n−i

(n − i)! v(t) for a < t < b (i = 1, . . . , n).

On the basis of these estimates from(1.10) we find

v(t) �
∣∣∣∣∣

t∫
t0

p0(s)v(s) ds

∣∣∣∣∣ for a < t < b,

where

p0(t) =
n∑

i=1

|t − t0|n−i

(n − i)!
∣∣pi(t)

∣∣ and p0 ∈ Ln1,n2

(]a, b[).
Now in view of the Gronwall–Bellman lemma, the last inequality impliesv(t) ≡ 0, and
consequently,u(t) ≡ 0. �
Theorem 3.1. Let conditions(1.7) be fulfilled and

(−1)n−jα1j � 0 (j = 1, . . . , n − n1), α2j � 0 (j = 1, . . . , n − n2),

n−n1∑
j=1

|α1j | +
n−n2∑
j=1

α2j > 0. (3.4)

Let, moreover, a solutionu0 of Eq.(1.10) under the initial conditions

u
(i−1)
0 (t0) = 0 (i = 1, . . . , n − 1), u

(n−1)
0 (t0) = 1 (3.5)

satisfies the inequalities

(−1)n1u
(n−n1−1)
0 (t) > 0 for a � t < t0,

u
(n−n2−1)
0 (t) > 0 for t0 < t � b. (3.6)

Then for everyq ∈ Ln1,n2(]a, b[) problem(1.1), (1.2) is uniquely solvable in the spac
C̃n−1

n1,n2
(]a, b[).

Proof. By Theorem 2.1, it suffices to show that the homogeneous problem(1.10), (1.3)
in the spacẽCn−1

n1,n2
(]a, b[) has only the trivial solution. Assume the contrary that the m

tioned problem has a nontrivial solutionu ∈ C̃n−1
n1,n2

(]a, b[). Then, by Lemma 3.1, withou
loss of generality we may assume thatu(n−1)(t0) = 1, and consequently,

u(t) ≡ u0(t).
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(−1)n−ju(j−1)(t) > 0 for a � t < t0 (j = 1, . . . , n − n1),

u(j−1)(t) > 0 for t0 < t � b (j = 1, . . . , n − n2).

These inequalities and conditions (3.4) yield
n−n1∑
j=1

α1ju
(j−1)(t1j ) +

n−n2∑
j=1

α2ju
(j−1)(t2j ) > 0.

But this is impossible sinceu is a solution of problem (1.1), (1.2). The contradiction o
tained proves the theorem.�
Corollary 3.1. Let conditions(1.7) and (3.4) hold. Let, moreover, the functionspi (i =
1, . . . , n) in the interval]a, t0[ satisfy one of the following two conditions:

n∑
i=1

1

(n − i)!

t0∫
a

(t0 − t)n−i
[
(−1)n−ipi(t)

]
+ dt � 1; (3.71)

n∑
i=1

(t0 − t)n−i−1

(n − i − 1)!
[
(−1)n−ipi(t)

]
+ � λ11,

[
pn(t)

]
+ � λ12, (3.81)

and in the interval]t0, b[—one of the following two conditions:

n∑
i=1

1

(n − i)!
b∫

t0

(t − t0)
n−i

[
pi(t)

]
− dt � 1; (3.72)

n∑
i=1

(t − t0)
n−i−1

(n − i − 1)!
[
pi(t)

]
− � λ21,

[
pn(t)

]
− � λ22, (3.82)

whereλk1 andλk2 (k = 1,2) are nonnegative constants such that
+∞∫
0

ds

λ11 + λ12s + s2 > t0 − a; (3.91)

+∞∫
0

ds

λ21 + λ22s + s2 > b − t0. (3.92)

Then for everyq ∈ Ln1,n2(]a, b[) problem(1.1), (1.2) is uniquely solvable.

To prove this corollary, we need the following lemma.

Lemma 3.11. Let along with(1.7) either condition(3.71) or conditions(3.81) and(3.91)

be fulfilled. Then

(−1)n1u
(n−n1−1)
0 (t) > 0 for a � t < t0. (3.10)
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,

Proof. Assume that the lemma is not true. Then in view of (3.5) there existsa0 ∈ [a, t0[
such that

(−1)n−iu
(i−1)
0 (t) > 0 for a0 < t < t0 (i = 1, . . . , n) (3.11)

and

u
(n−1)
0 (a0) = 0. (3.12)

Moreover,

if n1 > 0, then a0 > a. (3.13)

First we suppose that condition(3.71) holds. We choosea1 ∈ ]a0, t0] so that

ρ
def= max

{
u

(n−1)
0 (t): a0 � t � t0

} = u
(n−1)
0 (a1)

and

u
(n−1)
0 (t) < ρ for a0 � t < a1.

Then, due to conditions (3.5) and (3.11), we have

0 < (−1)n−iu
(i−1)
0 (t) <

(t0 − t)n−i

(n − i)! ρ for a0 � t < a1 (i = 1, . . . , n).

On account of these inequalities and equality (3.12), from(1.10) we find

ρ =
a1∫

a0

u
(n)
0 (t) dt � e

n∑
i=1

a1∫
a0

[
(−1)n−ipi(t)

]
+(−1)n−iu

(i−1)
0 (t) dt

< ρ

n∑
i=1

1

(n − i)!
a1∫

a0

(t − t0)
n−i

[
(−1)n−ipi(t)

]
+ dt.

But, according to condition(3.71), we obtain the contradictionρ < ρ.
It remains to consider the case where conditions(3.81) and(3.91) are satisfied. For this

in view of (3.5) and (3.11), we have

0 < (−1)n−iu
(i−1)
0 (t) � − (t − t0)

n−1−i

(n − 1− i)! u
(n−2)
0 (t) for a0 � t � t0

(i = 1, . . . , n − 1).

If along with this we take into account inequalities(3.81), then from(1.10) we get

u
(n)
0 (t) � −λ11u

(n−2)
0 (t) + λ1u

(n−1)
0 (t) for a0 � t � t0,

and, consequently,

− u
(n)
0 (t)

u
(n−2)

(t)
� λ11 + λ1v(t) for a0 � t < t0,
0
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lity

n

r-
llary
where

v(t) = −u
(n−1)
0 (t)

u
(n−2)
0 (t)

,

and, now it follows from (3.5), (3.11), and (3.12),

v(t) > 0 for a0 < t < t0, v(a0) = 0, lim
t→t0

v(t) = +∞. (3.14)

On the other hand,

v′(t) = − u
(n)
0 (t)

u
(n−2)
0 (t)

+ v2(t).

Therefore,

v′(t) � λ11 + λ12v(t) + v2(t) for a0 < t < t0.

If we divide this inequality byλ11 + λ12v(t) + v2(t), and then integrate froma0 to t0, and
take into consideration (3.14), we obtain

+∞∫
0

ds

λ11 + λ12s + s2 � t0 − a0. (3.15)

But this contradicts inequality(3.91). The contradiction obtained proves the lemma.�
Remark 3.1. If n1 > 0, then by virtue of (3.13) inequality (3.15) contradicts the inequa

+∞∫
0

ds

λ11 + λ12s + s2
� t0 − a. (3.161)

Therefore, forn1 > 0 condition (3.91) in Lemma 3.11 can be replaced by conditio
(3.161).

From Lemma 3.11, by the change of variable, we obtain the following lemma.

Lemma 3.12. Let along with(1.7) either condition(3.72) or conditions(3.82) and(3.92)

be fulfilled. Then

u
(n−n2−1)
0 (t) > 0 for t0 < t � b. (3.17)

Proof of Corollary 3.1. By Lemmas 3.11 and 3.12, the conditions of Corollary 3.1 gua
antee conditions (3.6). If now we apply Theorem 3.1, then the validity of the coro
becomes evident.�
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d

since
Remark 3.2. According to Remark 3.1, ifn1 > 0, then condition(3.91) in Corollary 3.1
can be replaced by condition(3.161) and if n2 > 0, then condition(3.92) can be replace
by the condition

+∞∫
0

ds

λ21 + λ22s + s2 � b − t0. (3.162)

Another corollary of Theorem 3.1 deals with the case in whichpk(t) ≡ 0 (k =
n − n0 + 1, . . . , n), wheren0 ∈ {1, . . . , n − 1}, i.e., the case in which Eqs. (1.1) and(1.10)

have the forms

u(n) =
n−n0∑
i=1

pi(t)u
(i−1) + q(t), (3.18)

u(n) =
n−n0∑
i=1

pi(t)u
(i−1), (3.180)

respectively.

Corollary 3.2. Letni ∈ {1, . . . , n0} (i = 1,2) and along with(3.4) the conditions

b∫
a

(t − a)n1(b − t)n2|t − t0|n−i
∣∣pi(t)

∣∣dt < +∞ (i = 1, . . . , n − n0), (3.19)

n−n0∑
i=1

1

(n − i)!

t0∫
a

(t0 − t)n−i (t − a)n1
[
(−1)n−ipi(t)

]
+ dt � (t0 − a)n1, (3.20)

n−n0∑
i=1

1

(n − i)!
b∫

t0

(t − t0)
n−i (b − t)n2

[
pi(t)

]
− dt � (b − t0)

n2 (3.21)

be fulfilled. Then for everyq ∈ Ln1,n2(]a, b[) problem(1.1), (1.2) is uniquely solvable in
the spaceC̃n−1

n1,n2
(]a, b[).

Proof. By Theorem 3.1, it suffices to show that a solutionu0 of problem(3.180), (3.5)
satisfies inequalities (3.10) and (3.17). We give only the proof of inequality (3.10)
inequality (3.17) can be proved analogously.

Assume the contrary that inequality (3.10) is violated. Then there existsa0 ∈ [a, t0[ such
that

(−1)n−iu
(i−1)
0 (t) > 0 for a0 < t < t0 (i = 1, . . . , n − n1) (3.22)

and

u
(n−n1−1)

(a0) = 0. (3.23)
0
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Put

m = n1 + 1, v(t) = (−1)m−1u
(n−m)
0 (t), q0(t) =

n−n0∑
i=1

pi(t)u
(i−1)
0 (t).

Then, in view of conditions (3.5) and (3.23), the functionv is a solution of the problem

v(m) = (−1)m−1q0(t),

v(a0) = 0, v(i−1)(t0) = 0 (i = 1, . . . ,m − 1),

satisfying the conditions

v(t) > 0 for a0 < t < t0, lim
t→t0

(m − 1)!v(t)

(t0 − t)m−1
= 1.

Thus

1 � ρ = sup

{
(m − 1)!v(t)

(t0 − t)m−1 : a0 � t < t0

}
< +∞,

and there existsa1 ∈ ]a0, t0] such that

v(t) <
(t0 − t)m−1

(m − 1)! ρ for a0 � t < a1 (3.24)

and

v(a1) = (t0 − a1)
m−1

(m − 1)! ρ. (3.25)

On the other hand, according to (3.5) and (3.22), we have

q0(t) �
n−n0∑
i=1

[
(−1)n−ipi(t)

]
+
∣∣u(i−1)

0 (t)
∣∣ for a0 < t < t0. (3.26)

Moreover, ifn1 < n − i, then

∣∣u(i−1)
0 (t)

∣∣ = 1

(n − n1 − 1− i)!

t0∫
t

(s − t)n−n1−1−iv(s) ds (i = 1, . . . , n − n1 − 1).

The last identities and inequalities (3.24) imply

∣∣u(i−1)
0 (t)

∣∣ � (t0 − t)n−i

(n − i)! ρ for a1 � t � t0,

∣∣u(i−1)
0 (t)

∣∣ <
(t0 − t)n−i

(n − i)! ρ for a0 � t < a1 (i = 1, . . . , n0). (3.27)

According to Green’s function and equality (3.25), the representation

(t0 − a1)
m−1

(m − 1)! ρ = v(a1) =
t0∫

g(a1, s)q0(s) ds (3.28)
a0
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, and

here

s
.

e

is valid, where

0 < g(a1, s) = 1

(m − 1)!
(

s − a0

t0 − a0

)m−1

(t0 − a1)
m−1

� 1

(m − 1)!
(

s − a

t0 − a

)n1

(t0 − a1)
m−1 for a0 < s � a1,

0 < g(a1, s) = 1

(m − 1)!
[(

s − a0

t0 − a0

)m−1

−
(

s − a1

t0 − a1

)m−1]
(t0 − a1)

m−1

<
1

(m − 1)!
(

s − a

t0 − a

)n1

(t0 − a1)
m−1 for a1 < s � t0.

If along with the last two inequalities we take into account inequalities (3.19), (3.26)
(3.27), then from (3.28) we find

ρ < ρ(t0 − a)−n1

n−n0∑
i=1

1

(n − i)!

t0∫
a

(t0 − t)n−i (t − a1)
n1

[
(−1)n−ipi(t)

]
+ dt � ρ.

The obtained contradiction proves the validity of inequality (3.10).�
As mentioned above, problem (1.1), (1.3) is equivalent to problem (1.1), (2.10), w

α0 = 0, a0 < a, and the functionspi (i = 1, . . . , n) are extended to]a0, b[ by equalities
(2.10). In view of this fact, from Theorem 3.1 and its corollaries the following proposition
on the unique solvability of problems (1.1), (1.3) and (3.18), (1.3) follow rather easily

Theorem 3.2. Let conditions(1.8) and

αj � 0 (j = 1, . . . , n0),

n−n0∑
j=1

αj > 0 (3.29)

hold. Let, moreover, a solutionu0 of Eq.(1.10), together with the initial conditions

u
(i−1)
0 (a) = 0 (i = 1, . . . , n − 1), u

(n−1)
0 (a0) = 1,

satisfy the inequality

u
(n−n0−1)
0 (t) > 0 for a < t � b.

Then for everyq ∈ L0,n0(]a, b[) problem(1.1), (1.3) is uniquely solvable in the spac
C̃n−1

0,n0
(]a, b[).

Corollary 3.3. Let along with(1.8) and(3.29) either the condition

n∑
i=1

1

(n − i)!
b∫
(t − a)n−i

[
pi(t)

]
− dt � 1, (3.30)
a
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e

tion

lems
well-
nd

and

in the
or the condition

n−1∑
i=1

(t − a)n−i−1

(n − i − 1)!
[
pi(t)

]
− � λ1,

[
pn(t)

]
− � λ2 for a < t < b (3.31)

holds, whereλi (i = 1,2) are nonnegative constants such that

+∞∫
0

ds

λ1 + λ2s + s2 > b − a. (3.32)

Then for everyq ∈ L0,n0(]a, b[) problem(1.1), (1.3) is uniquely solvable in the spac
C̃n−1

0,n0
(]a, b[).

Corollary 3.4. If along with(3.29) the conditions

b∫
a

(t − a)n−i (b − t)n0
∣∣pi(t)

∣∣dt < +∞ (i = 1, . . . , n − n0), (3.33)

n−n0∑
i=1

1

(n − i)!
b∫

a

(t − a)n−i (b − t)n0
[
pi(t)

]
− dt � (b − a)n0 (3.34)

are satisfied, then for everyq ∈ L0,n0(]a, b[) problem(3.18), (1.3) is uniquely solvable in
the spaceC̃n−1

0,n0
(]a, b[).

Remark 3.3. Forn0 > 0 condition (3.32) in Corollary 3.3 can be replaced by the condi

+∞∫
0

ds

λ1 + λ2s + s2 � b − a. (3.35)

Remark 3.4. Corollaries 3.3 and 3.4 are the generalizations (for the singular prob
(1.1), (1.3) and (3.18), (1.3)) of the Vallée-Poussin [26] and Hartman–Wintner [3]
known results on the unique solvability of two-point boundary value problems for seco
order linear differential equations with continuous coefficients.

Remark 3.5. The presence of the Fredholm property for problems (1.1), (1.2)
(1.1), (1.3) and the unique solvability of these problems in the spacesC̃n−1

n1,n2
(]a, b[) and

C̃n−1
0,n0

(]a, b[), respectively, do not guarantee the existence of a solution of Eq. (1.1)
mentioned spaces, satisfying the boundary conditions

u(i−1)(t0) = ci (i = 1, . . . , n − 1),

n−n1∑
α1ju

(j−1)(t1j ) +
n−n2∑

α2ju
(j−1)(t2j ) = 0,
j=1 j=1
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,
3.1
),

a so-

-
).
or

u(i−1)(a) = ci (i = 1, . . . , n − 1),

n−n0∑
j=1

αju
(j−1)(tj ) = 0,

where
∑n

i=1 |ci | 	= 0. Indeed, as examples we consider the boundary value problems

u(n) =
n∑

i=1

p0i (t)sign(t − t0)
n−i+1

(|t − t0|(t − a)(b − t))n−i+ε
u(i−1) + q0(t)

((t − a)(b − t))n−1+ε
, (3.36)

u(i−1)(t0) = ci (i = 1, . . . , n − 1), (−1)n−1u(a) + u(b) = 0, (3.37)

and

u(n) =
n∑

i=1

p0i (t)

((t − a)(b − t))n−i+ε
u(i−1) + q0(t)

((t − a)(b − t))n−1+ε
, (3.38)

u(i−1)(a) = ci (i = 1, . . . , n − 1), u(b) = 0, (3.39)

wherep0i : [a, b] → ]0,+∞[ (i = 1, . . . , n) andq0 : [a, b] → R are continuous functions
andε ∈ [0,1[. If ci = 0 (i = 1, . . . , n), then according to Theorem 2.1 and Corollary
(according to Theorem 2.2 and Corollary 3.3)problem (3.36), (3.37) (problem (3.38
(3.39)) has the Fredholm property and is uniquely solvable in the spaceC̃n−1

n−1,n−1(]a, b[)
(in the spacẽCn−1

0,n−1(]a, b[)). On the other hand, it is evident that ifci � 0 (i = 1, . . . , n−1)

and
∑n−1

i=1 ci > 0, then problem (3.36), (3.37) (problem (3.38), (3.39)) does not have
lution in the mentioned space.

4. Examples

In this section, we give examples verifying the optimality of conditions in Corol
laries 3.1–3.4 guaranteeing the unique solvabilityof problems (1.1), (1.2) and (1.1), (1.3

Example 4.1. Let t0 ∈ ]a, b[, ε ∈ ]0,1[, k ∈ {1, . . . , n − 1},

w(t) = 1

(n − 2)!
t∫

t0

(t − s)n−2
(

b − s

b − t0

)ε

ds for t0 � t � b,

pk(t) =
{

0 for a < t � t0,

−ε(b − t)ε−1/(b − t0)
εw(k−1)(t) for t0 < t < b,

pi(t) = 0 for a < t < b (i 	= k; i = 1, . . . , n).

Then

w(n−2)(t) =
t∫

t0

(
b − s

b − t0

)ε

ds = b − t0

1+ ε

(
1−

(
b − t

b − t0

)1+ε)
>

t − t0

1+ ε

for t0 < t < b,
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)

em
∣∣pk(t)
∣∣ = −pk(t) < ε(1+ ε)(n − k)!(t − t0)

k−n(b − t0)
−ε(b − t)ε−1

for t0 < t < b.

Therefore, evidently, conditions (1.7) are satisfied. Moreover, in the interval]a, t0[ both
conditions(3.71) and (3.81) hold, whereλ11 = λ12 = 0, and in the interval]t0, b[ the
inequality

n∑
i=1

1

(n − i)!
b∫

t0

(t − t0)
n−i

[
pi(t)

]
− dt < 1+ ε (4.1)

is fulfilled instead of(3.72). Nevertheless the homogeneous problem(1.10) under the
boundary conditions

u(i−1)(t0) = 0 (i = 1, . . . , n − 1), u(n−1)(b) = 0 (4.2)

has the nontrivial solution

u(t) =
{

(t−t0)
n−1

(n−1)! for a � t � t0,

w(t) for t0 < t � b,

in the spacẽCn−1
0,0 (]a, b[). The constructed example shows that condition(3.72) in Corol-

lary 3.1 cannot be replaced by condition (4.1) no matter how smallε > 0. In view of this
example, it also becomes evident that condition(3.71) in Corollary 3.1 (condition (3.30
in Corollary 3.3) cannot be replaced by the condition

n∑
i=1

1

(n − i)!

t0∫
a

(t0 − t)n−i
[
(−1)n−ipi(t)

]
+ dt � 1+ ε,

(
n∑

i=1

1

(n − i)!
b∫

a

(t − a)n−i
[
pi(t)

]
− dt � 1+ ε

)
.

Example 4.2. Supposet0 ∈ ]a, b[, andλ21, λ22 are positive constants such that

+∞∫
0

ds

λ21 + λ22s + s2 = b − t0. (4.3)

Put

pn−1(t) =
{

0 for a � t � t0,

−λ21 for t0 < t � b,
pn(t) =

{
0 for a � t � t0,

−λ22 for t0 < t � b,

and

pi(t) = 0 for a � t � b (i = 1, . . . , n − 2) if n > 3.

Then the functionspi (i = 1, . . . , n) satisfy conditions(3.71) and (3.81) in the interval
]a, t0[, whereλ11 = λ12 = 0, and conditions(3.82) in the interval]t0, b[, whereλ21 andλ22
satisfy equality (4.3) instead of inequality(3.92). We show that the homogeneous probl
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ced
(1.10), (4.2) in the spacẽCn−1
0,0 (]a, b[) has a nontrivial solution. Indeed, letu be a solution

of Eq.(1.10) satisfying the initial conditions

u(i−1)(t0) = 0 (i = 1, . . . , n − 1), u(n−1)(t0) = 1,

and let

b0 = sup
{
t ∈ ]t0, b[: u(n−1)(s) > 0 for t0 < s < t

}
.

Set

v(t) = u(n−1)(t)

u(n−2)(t)
for t0 < t < b0.

Thenv(t) > 0 for t0 < t < b, v(t) → +∞ ast → t0, and

v′(t) = −λ21 − λ22v(t) − v2(t) for t0 < t < b0.

Therefore,

+∞∫
v(b0)

ds

λ21 + λ22s + s2
= b0 − t0.

Hence, in view of equality (4.3), it follows thatb0 = b andv(b) = 0. Thusu(n−1)(b) = 0
and, consequently,u ∈ C̃n−1

0,0 (]a, b[) is a nontrivial solution of problem(1.10), (4.2). The
constructed example shows that ifn2 = 0 (n1 = 0), then condition(3.92) (condition(3.91))
in Corollary 3.1 cannot be replaced by condition(3.161) (by condition(3.162)). This ex-
ample also shows that ifn0 = 0, then condition (3.32) in Corollary 3.3 cannot be repla
by condition (3.35).

Example 4.3. Let ε ∈ ]0,1[, ε0 = ε/2, t0 ∈ ]a, b[, b0 = (t0 + b)/2,

pn−1(t) =



0 for a � t � t0,

−ε0(1+ ε0)|t − b0|ε0−1[(b − b0)
1+ε0 − |t − b0|1+ε0]−1

for t0 < t < b, t 	= b0,

and

pi(t) = 0 for a � t � b (i = 1, . . . , n − 2) if n > 2.

We consider Eq.(3.180), wheren0 = 1, with the boundary conditions

u(i−1)(t0) = 0 (i = 1, . . . , n − 1), u(n−2)(b) = 0. (4.4)

In view of the definition ofpn−1 we have∣∣pn(t)
∣∣ = −pn−1(t) for t0 < t < b, t 	= b0,

pn−1(t) = pn−1(2b0 − t) for b0 < t < b,∣∣pn−1(t)
∣∣ < ε0(1+ ε0)(b − b0)

−ε0(t − b0)
ε0−1(b − t)−1 for b0 < t < b.

Thus
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re

se

e re-
nt
s

ic,
b∫
t0

(t − t0)(b − t)
[
pn−1(t)

]
− dt = 2

b∫
b0

(t − t0)(b − t)
∣∣pn−1(t)

∣∣dt

< 2ε0(1+ ε0)(b − b0)
−ε0

b∫
b0

(t − t0)(t − b0)
ε0−1 dt

= 2(1+ ε0)

(
b − t0 − b − b0

1+ ε0

)
= (1+ 2ε0)(b − t0) = (1+ ε)(b − t0).

Therefore, the functionspi (i = 1, . . . , n − 1) satisfy conditions (3.19) and (3.20), whe
n1 = n2 = n0, and instead of (3.21) the condition

n−n0∑
i=1

1

(n − i)!
b∫

t0

(t − t0)
n−i (b − t)n2

[
pi(t)

]
− dt � (1+ ε)(b − t0)

n2 (4.5)

holds. We show that the problem(3.180), (4.4) has a nontrivial solution. Indeed, suppo

w(t) =
{

(1+ ε0)(b0 − t0)
ε0(t − t0) for a � t � t0,

(b − b0)
1+ε0 − |t − b0|1+ε0 for t0 < t � b.

Thenw is a solution of the problem

w′′ = pn−1(t)w; w(t0) = 0, w(b) = 0.

We put

u(t) = 1

(n − 3)!
t∫

t0

(t − s)n−3w(s) ds

if n � 3, andu(t) = w(t) if n = 2. Obviously,u ∈ C̃n−1
1,1 (]a, b[) is a nontrivial solution of

problem(3.180), (4.4).

The constructed example shows that condition (3.21) in Corollary 3.2 cannot b
placed by condition (4.5) no matter how smallε > 0. Due to this example, it is also evide
that condition (3.20) in Corollary 3.2 and condition (3.34) in Corollary 3.4 are optimal a
well.
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