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Recall one variable case

Let    :f R R   be one variable function.
A point   *x R   is called stationary (critical)  if  '( *) 0f x  .
This condition is necessary condition for local maximality or minimality: 

* max min '( *) 0.x is or f x 
But of course not sufficient, recall  3( ) .f x x

The sufficient is the following second order condition
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Two variable case 

Definitions
For function  1 2( , )F x x    a point   1 2* ( *, *)x x x   is 

1. a global max if  1 2 1 2( *, *) ( , )F x x F x x  for all  1 2( , )x x .

2. a local max if  1 2 1 2( *, *) ( , )F x x F x x  for all  1 2 1 2( , ) ( *, *)rx x B x x  from some ball around 

1 2( *, *)x x .

3. a strict global max if  1 2 1 2( *, *) ( , )F x x F x x  for all  1 2( , )x x .

4. a strict local max if  1 2 1 2( *, *) ( , )F x x F x x  for all  1 2 1 2( , ) ( *, *)rx x B x x  from some ball 

around 1 2( *, *)x x .

Similarly are defined  min-s.
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> plot3d(x^2,x=-2..2,y=-2..2);> plot3d(x^2+y^2,x=-2..2,y=-2..2);

Saddle Point

> plot3d(x*y,x=-2..2, y=-2..2);



For a multivariable function  1 2( ) ( , , ... , )nF x F x x x   a point  1 2* ( *, *, ... , *) n
nx x x x R    is 

called stationary (well, critical) if all partial derivatives are zero at this point, i.e.  
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in other words the gradient is 0-vector
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First order conditions for optimality

Criticality is necessary condition for local maximality or minimality: 

* max min ( *) 0.x is or DF x 

Second order sufficient condition



Optimization

Suppose  x*  is a critical point. 
1. If  M1(x*) < 0, M2(x) > 0, then  x*  is a strict local max.
2. If  M1(x*) > 0, M2(x) > 0, then  x*  is a strict local min.
3. If either  M1(x*)  or  M1(x*)  violates this sign pattern, then  x*  is a saddle 
point.
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