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Computer – printer (complementary)

int int( , )comp comp pr comp prq p p A k p s p    

Computer –laptop (competitive)

( , )lap lap desk lap deskq p p A k p s p    

Functions  Rn → R



Partial Derivatives

Notation

Chain Rule



Gradient

Gradient of a function  f(x1, … ,xn)  is the vector 

Sometimes the gradient vector is denoted as  D1f.
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Example. For  f(x,y) = x2y3  the gradient is  D1f(x,y) = (2xy3,3x2y2). 



Hessian

Hessian of a function  f(x1, … ,xn)  is the matrix
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H(f) =

Sometimes  H(f)  is denoted as  D2f.

Linear Approximation

Hessian
Example. For  f(x,y) = x2y3  the Hessian is 
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