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Linear Combinations

Span
A sequence of vectors v,,v,,...,v, € R" spans R" if each vector u € R" is their linear
combination, i.e. there exist scalars ¢,,0,,...,a, € R s.t.

u=oy, +a,v,+..+a,v,.

In other words it means that L(v,,v,,...,v, ) =R"
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Linear Transformations

A linear transformation (map, function) f: R — R has the form
f(x)=a-x,
so it is just the multiplication with some scalar a. Note that a = f(1).

A linear transformation (map, function) f: R> — R has the form
f(xi,x)) =a; " x; a2, X5,
so it 1s just the inner product

f(x1,X2) = (a1,82) * (X1,X2).
Note that a; = f(1,0) and a,=f(0,1).

A linear transformation (map, function) f: R> — R* has the form
f(x1,x2) = (a1 * X1 +ap - Xy, 1 * X1 +ay - x7)
so it is just the matrix product

a a X
ool ()
a, a, X,

Note that the first column of this matrix is f(1,0) written as a column vector, the
second column of this matrix is f(0,1) written as a column vector.

Linear Transformations

A linear function f . R¥ — R™ is a function

that preserves the vector space structure
flr+y) = flo)+ fly), flhe) = kf(z).

Such a function is determined by a m x k
matrix
ay ... g

44 —

1 oor )
and f(x) = A-2 where 2 € R¥ and f(x) € R™
are written as column vectors
the 2-th column of A is the column vector f(e;)

where €; is the -th ort  ¢,=(0, ...,0,1,0, ... ,0).



Example.
Let f: R? — R? be the linear map which is

rotation of the plane by 90° clockwise. Thus

e . 0 1
so the matrix of this linear map is 1ol

Exercises

Vrite the following linear functions in ma-
fr1x rorm
(a) f : R* — R given by f(ay, 20, 23) =
201 — 319 + drs.
(b) f: R? — R’ given by f(x1.29) = (22, —
3x9, 21 — 49, 1),

(¢) f: R" — R’ given by f(ay, x9.23) =
(11 — w3, 201 + 319 — Oy, 13 — 219).

Let F: R’ > R’ be a linear map given by
F(1,0,0)=(1,1,0), F(0,1,0)=(0,10,-2), F(0,0,1) =(-1,-6,1),
and v=(-2,3,-1).
(a) Find a vector u of length 1 suchtat F(u)=v.
(b) Find a vector w in R’ which is NOT in the image of F, that is there exists
no vector p such that w=F(p).



Eigenvalues and Eigenvectors

If A-2=M\-x where

ail ... Qip

14 —
Ap1 oo gy
i
isamatrix. Aisanumberandz =1| ... | € R"
T,

is a nonzero vector, then A is called an eigen-
value of the matrix A and x is called a eigen-
vector of A corresponding to the eigenvalue A.

Note that if z is an cigenvector corresponding
to an eigenvalue A then kx is an eigenvector too:

A-(kx)=FkA -2 =k x = \kx).

The specter of A (denoted by spec(A)) is
defined as the set of all eigenvalues Ay, ..., Ax



Eigenvalues and Eigenvectors

How to Find Eigenvalues and Eigenvectors

These can be found solving the matrix equation
A-x = Xz, equivalently (A—Al)x = 0, which
in its turn is equivalent to the system
((111 — )\);171 + 1979 + ...+ A, =0
as121 + (as — AN)xs + ... + sy, = 0

10 + AT + ..+ (a, — AN)x, =0

This is homogenous system so it has a nonzero
solution if and only if its determinant [A — A/
(which is called characteristic polynomial of A)
is zero, so |[A — M| =0,

So, the ecigenvalues can be found from the

characteristic equation

A — M| =0 that is
arr — A 12 A1y
an  ax—A .. ay | _ 0

An1 A2 v Uy — >\

Eigenvalues and Eigenvectors

Example. Find the eigenvalues for the matrix

111
A=|111
111
Solution. The characteristic equation looks as
1—A 1 1
I 1—X 1 |=0.
1 I 1=A

Calculating this determinant we obtain
(1—=XN*=31—=XN)+2=0 X —=3)\=0,
thus A = 0, Ay = 0, Az = 3.



Eigenvalues and Eigenvectors
How to Find Eigenvectors
Eigenvectors corresponding to the eigenvalue A
can be found solving the matrix equation
(A—A)xr =0

which is equivalent to the system

(a;; — AN)xry + (120 + ..+ a1, = 0

9171 + (an —Nry + ... + o, = 0

171 + 2L + .+ (a, — ANz, =0
Since A is an eigenvalue the determinant of this
system is zero. Thus this homogenous system
has nonzero solutions.

Eigenvalues and Eigenvectors

Example. Find the eigenvalues and eigenvec-
tors of the matrix

292
A“(13)'

Solution. The characteristic equation of the
matrix A looks as
2—A 2 i ; ,
A= . =0, A\ =5\ +4=0.
13-\ AT OAT
The roots of this equation, that is the eigenval-
ues are Ay = 1, Ay = 4.



Eigenvalues and Eigenvectors
The eigenvectors can be found solving the sys-
tem of equations
(2 =N+ 219=0
T+ (3= A)xo =10

For A =1:
2—=1x1+ 225=0 T+ 229 = 0
T+ (B—=1Das=0" 2+ 229 =0

11+ 209 = 0, 21 = 229,
thus the solution depending on the free param-
oter o is (2x9, x9). Taking, say, xo = 1 we
obtain the cigenvector vy = (2,1).

For A = 4:
(2—4)x1+ 219=0 — 201+ 229 =0
T+ B=Dx=0|" 11— a9=0
ry— a0 =10, 1) =29,
thus the solution depending on the free parame-
ter o is (10, 9). Taking, sav, xo = 1 we obtain
the eigenvector vy = (1, 1).



Exercises

-1 3
1 Let.( 9 0

a) Check that A = 2 is an eigenvalue of A.

(
(b) Check that
(

1. : .
| A corresponding eigenvector of A.

c¢) Find all eigenvalues and corresponding eigenvectors of A.

10 2

2. Find the eigenvalues and eigenvectors for the matrix | 0 5 0
3 0 2

L. . b\ . .
3. A Markov matrix is a matrix i J ) if all entries a, b, ¢, d are non-

negative and a + ¢ =1, b+ d = 1. Show that A = 1 is an eigenvector for an
arbitrary Markov matrix.
a b ¢
4. Find eigenvalues of an upper-triangular matrix | 0 d e
0

0 f
, . . . a b .
5. Show that a 2 x 2 symmetric matrix ( bod ) has real eigenvalues. In

which case it has just one eigenvalue?

6. Find eigenvalues and eigenvectors of the following matrices

® (—1 3} ®) (3 Oj. © (—1 3} @ (0 —2}
2 0 4 5 -2 4 1 -3
7. Find eigenvalues and eigenvectors of the following matrix
1 0 2 0 0 -2
@|0 5 0].|O 7 O
302 1 0 -3



