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Linear Algebra

1 Linear Equation

a-xr =h
Solution:
Case 1. a # 0, then = 2 (one solution).
Case 2. a =10, b £ 0, then z € § (no solu-
tions).
Case 3. a =0, b= 0, then & € R (infinitely
many solutions, morcover, anv x € K is a solu-
fion ).

1.1  Geometrical Interpretation

Solution is the x-intercept of the graph of the
tunction y=a-&— b,
Case 1. Slope = a # 0 - one intersection.

Case 2. Slope =a =0, b#0- the graph is
parallel to > axes - no intersection.

Case 3. Slope = a =10, b =0 - the graph
coincides with z axes - infinitely many intersec-
flons.

2  System of Linear Equations

ar+ by =
aox + boy = co

2.1 Solve and Substitute Method

Suppose by # 0, then from the first equation

o~ — .0
y _ by :

Substituting to the second we obtain one vari-
able equation
o] —
Lol ‘|—b-_) r— = (3,
by



2.2  Multiply and Add Method

Multiply the first equation by by and the first
by —by.
The summation of obtained equations kills ¥:

amr+biy=c | by | aybyr+biby = ciby
ast +byy = o | —by | —asbix — bibay = —caby

S0 we obtain one variable equation

(a1b2 — agbl)l‘ = Clbg — Cgbl.

Finally we obtain
Clbg — Cgbl a1Cr — U

xTr = R = .
arbo — asby’ arbs — asby

2.2 Determinant NMethod

Assign to a system

arr + by =
aar + bay = ¢

three DETERMINANTS

45} bl
s = a1y — by,
o I 172 1
_ c1 by . ) €
A, = | =ebo—eaby, A, = | = ayje—ase.
7] L'z ’ e Co

351 Cramer’s Rule

Case 1. If A # 0 then
l.." _ l_l,r

A YTAT

Case 2. If A = 0 and either A, # 0or A, #0
then the system has NO SOLUTIONS.

Case 3. fA=0and A, =0, A, =0
then the system has INFINITELY MANY S0-
LUTTONS.

=



2.4 Geometrical Interpretation

Each equation of the system defines linear fune-
tion

Yy = —ﬂ:r + ﬁ, Y= —@1‘ + (—2

bl ()1 bg bg

A solution of the system is the intersection point
of their graphs.
Case 1. These two graphs have different slopes
thus they have one intersection point.
Case 2. These two graphs have equal slopes
but different y-intercepts thus they are parallel.
Case 3. These two graphs have equal slopes
and the same y-intercepts thus they coincide.

Exercises

Solve these systems using all 3 methods, give the suitable graphical interpre-
tation for

Qe —py=35 , r—y=58 2r—y=5

r+y=4 ’ { de—2y=4 { dor — 2y =10

4, Give examples of svstems with (a) one solution, (b} no solotions, ()

infinitely many solutions.
2x + A,.'r"r = is ()
By =rc
consisfent (1o, it has solutions), (h) inconsistent (1o, it has no solutions).

5. Find the values of & and o for which the system

General form of m linear equations with n
variables

a1xr] +apry + ...+ apT, = C
A1 X1 + AT + ... + AopX,, = €2
Am1T] + Qp2aZ2 + oo+ App Xy = Gy

Three ingredients of the system

al;y a2 ... iy €1 Cq

o1 A2 ... Aoy, T CH
A= r= c=

Upl Ap2 oo Gpp Ly Crp

A matrix of the system of order m x n, x vector
of variables of order n x 1, ¢ vector of constants
of order m x 1.



Matriz Alzebra
Matrix operations

1. Addition

.ri“ e ... g | .|r)||_ hu h],l.
ko (22 ... (1o, lr.l‘__:| l'l.i:-‘_l . -f.:'-‘_l“
| —
Ryl L2 oo Ay h.ll.l] hm'_:,' wes 'h.'.lrll
1 +|r.l‘|| !’I|-__:"-1;.']-l_a e g —f.']“
aa + Ir.h_” s + fJ-‘._l-l_a R T fJ-‘._l,.
Iyn] + h.m! B2 T JI':'.I.'--'.’I cee By T b.l.'rl.l
Ilatnxz Algehra

Null matrix

o0 .0
0 — (VY {
00 .0

For an arbitrary matrix A one has O + A =

A+0O=A
Iatnzx Algehra
2. Scalar multiplication
ap @y ... d kay  kayg ke,
p| @2 a2 oaz | kaa kass ... kag,
Tl Q2 oo g '!'L'ﬂrul kG2 . K,



Matrix Algebra
3. Multiplication of matrixes

apg ... o o... Ay bu blj blk-
[0 7SN (l,‘j o | b'jl b[jj b.,';‘, =

Al oor Qg oor oy bui oo by o by

C11 ... Cl1o ... Clf
Gl C-j_]’ wee Gl
Cml oo Crj oor Cipke

where

7
Ciy = (l,'lblljJr.‘.Jr(l,',‘g»b]f‘jJr.‘.Jr(l,'.,,b,,_j = ],Zl Q.f,l,-b,l‘.j

Matrix Algebra

Transpose of a matrix

Transpose of a m x n matrix A is the n x m
matrix A7 whose i-th column is is the i-th row

of A.

: 12
For example the transpose for A = ( 156 )
14
is AT =125
36

Properties of transposes
1. (AT = A;

2. (A+ B = AT + BT
3. (A-B)f =BT. AT,



Matrix Algebra

Multiplication matrix x column vector

air a2 ... g & a1 + A19x9 + ... + a1,
21 92 ... A9, To | | andy + a2 + ..+ a2y,
Al A2 oo Qo @, A1 1+ A2Z2 + oo Qi y

thus the system can be written in matrix form

as
arr a2 ... Qi €T 8]
a1 G222 ... Q2 Lo | | C2
A1 W2 oor Ay Ty Cn
or
A-r=c
Matnx Algebra

Iatnx multiplicati on 15 not commutative:

2 0 T 2
 a=(20), 8-(12)

{)
Then .41?:(“ b )#3.4:(-“ m)_

60 30 21 24
Mlatris Algebra
We introduce the tdewtity or wnid matrix of dimension n f, as
10 ... 0
o1 ...0
Iy = Lo - :
LU VR |

Note that Iy is always a square [ n] matrix {further on the subscript n will be omitted )
o has the llowing properties:

a) Al=1A= A,
by ATR = AR for all A, B.

[ this sense the identity matrix corresponds to 1 in the case of sealars.

The inverse matriz A7 is defined as A1A =AA81=T1



Matnx Algebra

If amatriz A hasinverse AL then it solves a system of linear
equations &4 - x =

multiplying both sides of this equation by Al from the left we obtain
Al (A'X:I=.L"1'L‘1'C, (A-l. A).Xz_‘ﬂ_‘_—l- c, I'XZA_]'.C, x=41

But not all matrices have inverse, for example

0 0
1 2

Special Kinds of Matrices

Bellow k£ denotes the number of rows and n
denotes the number of columns.

. 12
Square matrix. k = n. Example L }

1
Column matrix. n = 1. Example { j

Row matrix. £ = 1.  Example [1 2]



Special Kinds of Matrices

A diagonal matrix is a square matriz whose only non-zero elements appear
on the principle (or main) diagonal.

Example. 1 000
0200
0 030
0 0 0 4

A triangular matrix is a square matriz which has only zero elements above or below
the principle diagonal.

Example.
1 25 7 1 0 0 0
0 2 3 6 5 200
0 0 3 4 6 3 0
0 0 0 4 10 9 7 4

Special Kinds of Matrices

Symmetric matrix. a;; = aj;, equivalently

44T — 4’_1

Example

1 3
3 2

Antisymmetric A =-AT

Example 0 3
-3 0



Special Kinds of Matrices

Nilpotent matrix. &£ = n and A” = 0 for
some positive integer n.

EXample
O O

Permutation matrix. &£ = n and each row
and each column contains exactly one 1 and all
other entries are 0.

. | 0 1 0
xample 0 0 1
1 0 0
Orthogonal matrix. AAT=1.
Lo L
2 2
Example E &
2 2
Mlatnx Algebra

Algebra of Square Matrices

The sum, difference, product of square n x n
matrices is n x n again, besides the n x n iden-
tity matrix [ is true multiplicative identity

I -A=A.-IT=A

So the set of all n x n matrices M, carries alge-
braic structure similar to that of real numbers
£. But there are some differences:

Matrix Algebra

1. Multiplication in M, is not commutative:
generally A- B # B - A.

2. M, has zero divisors: there exist nonzero
matrices A, B € M, such that A- B =0.

3. Not all nonzero matrices have inverse.

1 0)(0 O 00
Example ( j ( ] = ( j
0 0/l0 1 0 0

A zero divisor can not have an inverse.



Matrix Algebra

Inverse Matrix

Definition. A matrix A € M, is called in-
vertible there exists its inverse. a matrix A~}
such that

14'44_1:44_1 4“1:_[

Properties of inverse matrix:
1. (A)yl=A;

2. (cA)y'=1/c A

3. (AB)'=B1Al;

4. (ATy1=(AHT.

Matrix Algebra
Solving Systems Using Inverse
As we know each system of linear equations
anr) + aprs + ..+ a2, = ¢
91X + Gooko + ... + Ao,y = Co
W11+ Q2T + oo T+ QT = Cpyye
can be written in matrix form A - 2 = c.
Theorem. If A is invertible then the system
of linear equations A -z = ¢ has the unique
solution eiven by x = A= - ¢.

Proof.
A-x=c = AL (A 1) :A_l :

10



Wlatnz Algebra

Exzercises
Let
gy g e g by By o by Ty
4= T T = b By o by, p=
ral a2 e T B By e iy T

1. Find the values of m, g, g0 for which exist the products, fnd the
dimensirms of these products when they exist:
(a) A« B, (b) B A (o) BT AT () AT . BT (o) 4. BT,

MA- o @ Ad-2F e A ({2 - AfNe-e, (k) 27 -z, () £-x, (m)
.|..II. . |‘I

Matrix Algebra
Let ’

_{2 31 0 1 -1 1
A= = - 2
(0 -1 2)’ 5 (4 ~1 2)’ C‘(a ~1)’

!

a) Compute each of the following matrices if it is defined:

A+B, "A-D, 3B, DC, BT, ATcT,
C+D, B-A AB, CE -D, (CEY,
B+C, D-g CA, EC, Ay, E’C.

b) Verify that (DAY = ATDT,
¢) Verify that CD # DC.

Check that

2 31 4 _f
0 -1 21 0
5 060 1

Note that the reverse product is not defined.

[ )

5 11
=12 3].
10 21

Determinant

Bellow w’ll study the central question: which

additional conditions must satisfy a quadratic

matriz A to be invertible, that is to have

A17

11



Determinant
There is a function which assigns to an n x n

matrix
a; a2 ... Qp

a1 @22 ... G2y

Upl Ap2 ... Qpy

the real number denoted as
app arz ... Ay
21 A22 ... A3y

4‘_1‘ —
Apl Ap2 ... Upg

or det A. called determinant of A which has

the properties described bellow.

Determinant

Properties of Determinant

a1 Q19 A1y

ai + b ap+ b ... oa;, + b, | =

(5] U2 pp,
ajp a1 ... Ay a;p a2 ... Ain

a1 ;o ... G, + b.,jl b,‘g b,j,,

Upl Ap2 ... Qpp Apl Ap2 ... Qpp



Determinant

2. If B is obtained from A by multiplying of
each entry of row ¢ by a scalar r then |B| =
Al

3. It a matrix B is obtained by interchanging
two rows of A then |B| = —|A].
4. I =1;

5. If two rows of A equal then

it using 3).

o+

Al = 0 (prove

Al=0

6. If a matrix A has an all-zero row then
{prove it using 2.

Determinant

7. Transform matrix A to matrix B by perform-
ing the elementary row operation of adding r
times row ¢ to row j of A to form row j of B (the
other rows remain the same), then |B| = |A
(prove it using 1,2,5).

9. |A Y = [A]7! (prove it using 4.7).
10. |AT| = |A].

Since of the property 10 all the properties remain correct
if we replace row by column.

The formal definition of the determinant is as follows: given n x n matrix A = (ay),

det{A) = z (=1)ftettnd g, Bgny e U,

LT )

where {ag, Jorg ) ore all different permutations of (1,2, ..., n), and .Il[r|| veen s iig) 18 the
mumber of inversions.
Usually we denote the determinant of A as det|{ A) or |A].

The induetive definition of determinant will
b given bellow,



Determinant

Minors and Cofactors

For an n x n matrix A let A;; be the (n —

1) x (n— 1) submatrix obtained by deleting the

i-th tow and j-th column. The determinant of

this matrix M;; = |A;;] is called (4, j)-th minor

of A and C;; = (=1)"/M,; is called (i, j)-th
123

For example for A = |4 5 6 | we have

789

23
1421(89}, My =2-9—8-3=—0,

Cor = (—1)71(=06) = (= 1)’(=6) = —(~6) = G.

Laplas Expansion - Inductive Definition of Detor-

minant
11 .- @15 -« Qn
For a matrix A = | a;; ... @ ... a; | the
Al eee Oy oee Oy
determinant |A| can be caleulated by i-th row
exXpansion

71
|‘_1| = ﬂi]'('T."l+'—qa"."(".-':.?—l_'-~+ﬂéar'{:'rf'1r = X Gfr'.f."("iir
k=1

or by j-th column expansion

I

A| = a1;-C1j+a9;-Cojt...+a,;-Crj = :,§1 ap;-Clr;.

All row expansions as well as all column ex-
pansions give the same result, so Laplas expan-
sion can be used as an inductive definition of
determinant.

14



Determinant

Determinant of a 3 x 3 matrix

11 ai2 13
A=las ay ay| =
(3] 32 33

a o2 23 a o1 23 a2l A2
. - .
H 12 azr ass as1 a3s

32 33

Qyy - Qoo - @33 — Q11 - (93 - A32)—
12+ 21+ A33 — 12 * Aoy - A31)+

(

(

(@13 - @) - azy — ajz - asn - az) =

(@11 - @ - ass +apo - asy - az + ars - asy - ag)—
(

13 - @99+ (31 + @11 - A3 - Agzo + A2 - A9 - A33).

Inwerse Mlatrix
The inverse Al existsif and onlyif A isnonsingular,ie |A|#0.

The inverse 15 given by

Oy Ly

| A

A l= | &y o
TA 1

_“\1
=T
-



Cramer’s Rule
For a system of n linear equations with n vari-
ables

apry +apts + ...+ a,x, =

Ap X1+ Qpoo + .o+ Qupdy, = Cy

we define n 4+ 1 matrixes A, Ay, Ao, ..., A,

apl aie ... Aip aly ... C1 ... Qip
14— e cee e e s 44,?.:
Apl Ap2 oo Qpp Anpl +ov Cpovee Upp

here A; is obtained by replacing in A the k-th
column by the column of constants c.

Theorem 3 (Cramer’s Rule) Let A be a non-
singular matriz i.e. |A| # 0. Then the sys-
tem A -x = ¢ has unique solution given by

T = ,
|Al”

k=12....n

Fatik of a Mlatrix
Definition of rank

The rank of a matrix is maerimum order of
nonzero determinant that can be constructed
from the rows and columns of that matriz.

Example.

16



Rank

How to calculate the rank
By definition the rank of a matrix A is r if there
exists nonzero minor of degree r but all minors
of higher degrees are zero.
In fact there is no need to check all higher
MANoOTs:
Theorem If in a matric A there exists
nonzero minor M of degree v and all ma-
nors bordering it (that is, minors of an order
higher by one and containing it) are equal to
zero then rank A=r.

k
fan 1417 4
Example. Let us calculate rank A for 4 — | 2 12 46 10
318 69 17

The minor |ay;| = 1 is nonzero, so the rank A
is at last 1. Now take the 2 x 2 minor

1 4

2 12
bordering the previous nonzero minor. It is
equal to 112 —2-4 =8 #£ 0, so rank A
is at last 2.

17



Rank
1 4 17
2 12 46
3 18 69
bordering the previous one. Calculation shows
that it is zero, so this is bad choice. Let us try
another 3 x 3 minor bordering previous nonzero
2 X 2 minor
1 4 4
2 12 410
318 17
Calculation shows that this minor is equal to
8. There are no larger minors in A, so this is a
basic minor and rank A = 3.
Rank

Next we take the 3 x 3 minor

Criterion of Consistence (Cronecer-Capelly Theorem)

Theorem A linear system A - X = c is
consistent if and only if the rank of the ma-
triz A equals to the rank of augmented matrix

4'4‘6,'

apy ... Ay ay ... aple

as| ... Qo o1 ... (12,,|(52
rank = rank

Am1 oo Ump m1 - amn‘cm

18



Rank

Solution of Consistent Systems
Suppose rank(A) = rank(Alc) = r. We can
assume that the nonzero minor of degree r (the
basic minor) is Mo (2.0

In this case the (r + 1)-th, (r + 2)-th, ... |

m-th equations are linear combinations of first
r equations, so they can be ignored.

The first r equations we write in the form

apry + ...+ apr, = cp — (a2 + L+ aT,)
a1 + ... + a2 = ¢ — (21Tt + o+ G2,7)

anry + oo+, = — (G + o+ anx,).

The determinant of thissvstem My o 00,0
is nonzero. thus for cach values of free vari-
ables @41, x40, ..., 2, We can find by Cramer's
rule unique basie variables @, xs, . 2,

Then &, xo, oo, Ty Tpst, Tpgo, ., Ty 15 A S0
[ntion of our svstem:.

Example. \\o want to solve the svstem
r 4+ 4y 4+ 17z + 4 = 38
2r 4+ 12y + 46z + 108 = 98
3r + 18y + 69z + 17t = 153

Write the augmented matrix (Al|e) of this svs-

Lo
] 4 17 4 | 38
212 46 10 | 98
3 18 69 17 | 153
1 4 17 4
We already know thatrank & for A = | 2 12 46 10 | i5 3.

3 18 69 17
Aungmentation of A by e can not increase the
rank, so the rank of (Ale) is also 3, thus the
svstem is consistent.
So we have one free variable z and 3 basic
ariables x. y, £

19



Next we rewrite the system so that the basic
minor becomes the determinant of system

x + dy + 4 = 38 — 17z
20 + 12y + 10t = 98 — 462
3¢ + 18y + 17t = 153 — 69z

and solve it by Cramer's rule:

Next we rewrite the system so that the basic
minor becomes the determinant of system

r + dy + 4t = 38 — 17z
2r + 12y + 10t = 98 — 46z
3z + 18y + 17t = 153 — 69z

and solve it by Cramer’s rule:

38— 172 4 4

93 — 46z 12 410

53— 69z 18 17

14 4

212 10

318 17

1 38—172 4

2 08 — 46z 410

3153 —692 17| 32— 24z
14 4 8
212 10

80— 40z
8

T = =

= 10-5z,

=4-3z,

So the solution is

r=15—-5z, y=4—3z, z, t=23.

20



Examples

1. The system

2. The system

3. The system

Explain why?

x+y=3
x—¥=1 hasunique solution.
2x—2y=2

x+y=5
—y=1 has no solutions.
dx—-2y=13

x+y=>5
2x+2y=10 haszinfinitely many solutions.
3x+3y=15

21



Exercises

1. Let
a1 2 ... Qn bll 612 blq I
A= (g1 2 ... (on ? B = b‘El 622 b-zq Cr= To
A1l A2 oo O bpl bp-z bpq €,

Find the values of m,n, p, g, for which exist the following products, and
find the dimensions of these products when they exist:
(a) A- B, (b) B- A, (¢c) BT - AT (d) AT . BT, (e) A- BT,
() A-a, (g A2, (W) a-A ()" - AG) x-2", (k) 2" -2, (1) 2z, (m)
T 2T,

2. Is the product of two symmetric matrices symmetric 7

3. (a) There are only two 2 x 2 permutation matrices and both are
symmetric. Is it true that any 3 x 3 permutation matrix is also symmetric?

4. Evaluate the following determinants

8 1 3 1 2 3 a b ¢
() | 4 0 1 |. (b)) | 47 5]|. (¢ b ¢ a
6 0 3 36 9 c a b
1 2 0 9 12 1 0
2 3 4 6 23 6 -5
@1y ¢ 01| © 04 0 0
0 -5 0 8 9 6 —1 8

5. Calculate the determinant of lower-triangular 4 x 4 matrix

11 0 0 0
azr ax 0 0
az; gy agg 0O
gy Q42 G4z 4y

7. Suppose |A| =a. Find | — A|.
9. What can you say about the determinant of a permutation matrix?
10. Calculate the determinant of upper-triangular 4 x 4 matrix.

—1
. " 2 1 B 1 -1
11. Check that ( 11 ) = ( 1 9 ) )

22



45 2 4 0
12. Find A~ for (a) A = ( | ; ) . A=| 4 6 3
—6 —10 0

13. Invert the coefficient matrix to solve the following systems

o 2r1+ dxo -2
() {ijfz__ Y ) dnt ot 3m =1
prez= —6x— 10z = 60

14. Solve the system

2r + 3y + 3z = 2
2r + 2y 4+ =z 5
r + vy + 2z = 14
inverting the coefficient matrix.
d, 0 0
15. What is the inverse of the 3 x 3 diagonal matrix | 0 dy 0
0 0 dy
16. Show that the inverse of 2 x 2 upper-triangular matrix is upper-
triangular.
17. Show that the inverse of 3 x 3 lower-triangular matrix is lower-
triangular.

18. Show that the inverse of 2 x 2 symmetric matrix is symmetric.
19. Find numbers @ and b that make A the inverse of B when

2 -1 —1 1 2 4

A= a 1 b ., B=101 6
1 i =1 1 3 2
8 b 8 '

20. Prove that if all entries of A are all integers and det A = +1 then the

entries of A~! are also integers.
21. Calculate the rank of each of the following matrixes

.. .. ,. 1 6 —7 3
(O)(_zl _24) (b)(_zl _24i) ()| 1 9 —6 4
1 3 -8 4
1 6 -7 3 5 1 6 -7 3 1
1 90 -6 4 9 1 9 —6 4 2
@1y 3 5 4 o | © 1 3 -8 45
9 15 —13 11 16

23



22. Solve the system whose coefficient matrix is _21 _24 ) and aug-
o 2 —4 2
mented matrix is ( 1 9 1 ) .
1 6 -7 3
23. Solve the system whose coefficient matrix is | 1 9 —6 4 | and
1 3 -8 4
1 6 -7 31
augmented matrixis | 1 9 —6 4 2
1 3 -8 45

24. For the system

r+ 2y+ z— w=3 1
Jz+ 6y— 22— Bw= 2

(a) determine how many variables can be endogenous, (b) determine a suc-
cessful separation into exogenous and endogenous variables, (¢) find an ex-
plicit formula for the endogenous variables in terms of exogenous variables.
25. For
w—xr+3y—2=>0
w+dr —y+2=23
3w4+Tr4+y+2==6
Jw+2r+5y—2=3

(a) Check the consistence;
(b) Separate free and basic variables;
(c) Solve the system.

26. Compose a system with 3 variables and 4 equations with
(a) No solution;

(b) One solution;

(c) Infinitely many solutions depending on one free variable;

(d) Infinitely many solutions depending on two free variables.
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