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1. STATEMENT OF THE MAIN RESULTS
Let —o0o < a < b < 400, let

I Cla,bl, mes] =b—a,

and let f: I x]0,+00[ — R_ be a function measurable in the first argument and continuous in
the second argument. Consider the differential equation

u’ = f(t,u) (1.1)

with boundary conditions of one of the following two forms:
u(a) =p1(u),  u(b) = pa(u), (1.2)
u(a) =pi(u),  u'(b) = pa(u), (1.3)

where the ¢; : C([a,b];R;) — R, (i =1,2) are continuous functionals bounded on each bounded
subset of C([a,b]; R, ).

Such problems are of interest from both the purely theoretical and the practical viewpoint.
This is especially true for the case in which Eq. (1.1) is singular with respect to the phase variable,
that is, the case in which

lir% f(t,z) = —oc0 for te I, (1.4)
where Iy C I is a subset of positive measure. For example, the problem
t2
" o__ _ _

arises in the membrane and plate theory (see [1-3]), and the problem

1-—1¢
V= 0)=u(1l) =0

arises in the boundary layer theory for a viscous incompressible fluid (see [4-6]).
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NONLINEAR NONLOCAL PROBLEMS FOR SECOND-ORDER DIFFERENTIAL ... 1019

Mainly, two-point boundary value problems were considered for Eq. (1.1) in the above-mentioned
singular case (e.g., see [7-20] and the bibliography therein). Nonlinear nonlocal problems remain
so far unstudied. The present paper is intended to fill the gap.

The theorems on the solvability and unique solvability of problem (1.1), (1.2) [respectively,
problem (1.1), (1.3)] proved in the present paper cover the case in which the function f satisfies
condition (1.4) and has nonintegrable singularities (respectively, a nonintegrable singularity) with
respect to the first argument at the points a and b (respectively, at the point a).

We use the following notation:
f itz y) =max{|f(t,s)]: <s<y} for tel, 0<z<y<+oo,

R, =1[0,400], R_ =] — 00,0], C([a, b]; R) is the Banach space of continuous functions v : [a,b] — R
with norm |ju|| = max{|u(t)| : a <t < b}, C([a,b];R}) is the set of all nonnegative functions

in C([a,b];R), and CL_(Ja,b[; R) is the space of continuously differentiable functions u : Ja, b[ — R
whose first derivative is absolutely continuous on each closed interval contained in ]a,b[; if

u € C([a,b];R), then
lullfa,g = max{|u(s)|: a <s<t} if a<t<b,
w(usty te) = minfu(t) : ¢, <t <tp} if a<t; <ty <b.

We say that a function g : I x ]0,4+00] — R, belongs to the set M, if the function g(-,x):
I — R, is measurable for each x € |0, +o0o[ and the function g(¢, -) : ]0,+oo[ — R, is continuous
and nonincreasing for each t € I.

We say that a function g : I x ]0,4+o00o[ — R_ belongs to the set M_ if —g € M.

A function u € C([a,b];R) N Cioc(Ja, b[;R) is called a positive solution of the differential equa-
tion (1.1) if it is positive on the open interval ]a,b| and satisfies the equation almost everywhere
on |a,bl.

A positive solution u of the differential equation (1.1) is called a positive solution of prob-
lem (1.1), (1.2) [respectively, a positive solution of problem (1.1), (1.3)] if relations (1.2) are satisfied
[respectively, there exists a finite limit w'(b) = lim,_;, v/(¢) and relation (1.3) holds].

We assume that the function f satisfies the inequality

f(t,ﬂl’) < _pO(t7x) (15)
on I x ]0,+o0o[, where py € M,. In addition, we study problem (1.1), (1.2) in the case where

0< /(s—a)(b—s)po(s,x) ds < /(s—a)(b—s)f*(s,x,y) ds <400 for 0<z<y<+4oo (1.6)

and problem (1.1), (1.3) in the case where

b b
0</(s—a)po(s,az)ds§/(s—a)f*(s,m,y)ds<+oo for 0<z<y<4o0. (1.7)

a 0
Along with problems (1.1), (1.2) and (1.1), (1.3), we need to consider the differential equation
u'=(\=1)po(t,u) + Af(t,u) (1.8)
depending on the parameter A € [0, 1] with boundary conditions of one of the following two forms:

u(a) = Ap1(u) + 9, u(b) = Apa(u) + 6, (1.9)
u(a) = Mgy (u) + 6, u'(b) = Apa(u). (1.10)
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1020 KIGURADZE

Proposition 1.1 (the a priori boundedness principle). Let a function f satisfy inequality (1.5)
on the set I x ]0,+o00[, where p, € M, . In addition, suppose that condition (1.6) [respectively,
condition (1.7)] is satisfied and there exist numbers &, > 0 and ¢ > dy such that, for arbitrary
A €1]0,1] and ¢ € |0, do], each solution of problem (1.8), (1.9) [respectively, problem (1.8), (1.10)]
satisfies the estimate

Jull < o (L.11)
Then problem (1.1), (1.2) [respectively, problem (1.1), (1.3)] has at least one solution.

We use this proposition and a priori estimates for solutions of singular differential inequalities
of second order in nonlocal boundary conditions [21] to obtain in a sense optimal criteria for the
solvability and unique solvability of problems (1.1), (1.2) and (1.1), (1.3).

First, let us present the results for problem (1.1), (1.2).

Theorem 1.1. Let the inequalities
_(1 + l‘)pl(tal‘) § f(tal‘) § _pO(t7$)7 (112)
ei(u) < lluf| +7  (i=1,2) (1.13)

hold on the sets I x|0,4o00[ and C([a,b]; R, ), respectively, where p; € M, (i =0,1), £ € [0,1], and
r > 0. If, in addition,

b

0< /(s —a)(b—s)pi(s,zr)ds < 400 for >0 (i=0,1), (1.14)
wEIJrnoo (s —a)(b—s)pi(s,x)ds < (1 = £)(b—a), (1.15)

a

then problem (1.1), (1.2) has at least one positive solution.

Theorem 1.2. Let the conditions

_pO(tvw) —p(t)(l + l‘) < f(tvl‘) < _pO(t7$)7 (116)
(f(t,x) = f(t,y)sen(z —y) = —p(t)]z —y| (1.17)

be satisfied on the set I x |0,4o00[, and let the conditions
lpi(u) = @i()] <Lllu—of  (i=1,2) (1.18)

be satisfied on the set C(la,b];R,), where po € My, p: I — R, is a measurable function, and
e [0,1]. If, in addition,

b

0< /(s —a)(b—$s)po(s,z)ds < +oo for x>0,
. (1.19)

b

/ (s — a)(b — $)p(s) ds < (1 — O)(b— a),

then problem (1.1), (1.2) has exactly one positive solution.

Corollary 1.1. Let
b
feM_., 0< /(s —a)(b—s)|f(s,z)|ds < +oo for x>0, (1.20)

and let conditions (1.13) [respectively, (1.18)] be satisfied on the set C([a,b];R,), where ¢ € [0,1]
and r > 0. Then problem (1.1), (1.2) has at least one (respectively, exactly one) positive solution.
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In this corollary, the inequality
<1 (1.21)

is sharp. Moreover, the following assertion holds.

Corollary 1.2. Let the function f satisfy condition (1.20), and let the functionals p; (i = 1,2)
satisfy the inequalities

lu(u;ai, by) < pi(u) < Lull +7r (1=1,2) (1.22)

on the set C([a,b];Ry), where a < a; < b; < b (i = 1,2) and ¢ and r are nonnegative constants.
Then problem (1.1), (1.2) has at least one positive solution if and only if inequality (1.21) is valid.

Remark 1.1. For example, the functionals

pi() = / Glu(s)) doy(s)  (i=1,2)

satisfy inequalities (1.22), where the ¢; : R, — R, (i = 1,2) are continuous functions and the
o; ¢ [a;,b;] — R (i = 1,2) are nondecreasing functions such that

ler <(x) <lx+r for zeR,, ob)—o0o(a;)=1 (i=12).

The following two theorems and their corollaries deal with problems (1.1), (1.2) as well but for
the case in which conditions (1.13) and (1.18) are replaced by the conditions

p1(u) < Lull +r, pa(u) < [lulljap, (1.23)
p1(uw) =2 (V)] < Llu =l pa(u) = p2(0)] < [lu = vlljape),  #2(0) =0, (1.24)

respectively, where by € |a, b[.

Theorem 1.3. Let inequalities (1.12) and (1.13) be satisfied on the sets I x ]0,4+o0[ and
C([a,b]; Ry), respectively, where the p; € M, (i = 0,1) are functions satisfying condition (1.14),
by € Ja,b], £ €[0,1[, and r > 0. If, in addition,

b

zEToo (s —a)(b—s)pi(s,x)ds < (1 —£)(b—by), (1.25)

then problem (1.1), (1.2) has at least one positive solution.

Theorem 1.4. Suppose that the function f satisfies condition (1.20). If, in addition, condi-
tions (1.23) [respectively, (1.24)], where £ € [0,1] and r > 0, are satisfied on the set C([a,b]; R, ),

then problem (1.1), (1.2) has at least one (respectively, exactly one) positive solution.

Corollary 1.3. Let the function f satisfy condition (1.20), and let the functionals p; (i = 1,2)
satisfy the inequalities

Cu(uian,by) < pu(u) < flull + 70 plusas,b) < @2(u) < [ullis, (1.26)
on the set C([a,b];R,), where a < a; < by < b, a < ay < by < by, and ¢ and r are nonnegative
constants. Then inequality (1.21) is a necessary and sufficient condition for the existence of at least

one positive solution of problem (1.1), (1.2).
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1022 KIGURADZE

Remark 1.2. Inequalities (1.26) hold, for example, for the functionals

bo

o1 (u) = / b(u(s) dor(s),  palu) = / u(s) doa(s),

a2

where ¢ : Ry — R, (i = 1,2) is a continuous function and the o; : [a;,b;] — Ry (i = 1,2) are
nondecreasing functions such that

le <p(x) <lx+r for zeR;, o;b)—0oi(a;))=1 (i=12).

Now let us proceed to the theorems on the solvability and unique solvability for prob-
lem (1.1), (1.3).

Theorem 1.5. Let inequality (1.12) be satisfied on the set I x |0,400], and let the inequality
p1(u) + (b — a)pa(u) < Llul +r, (1.27)
where p; € M, (i =0,1), £ =1[0,1[, and r > 0, hold on the set C([a,b];Ry). If, in addition,

b

0< /(s —a)pi(s,x)ds < +o0 for x>0 (i=0,1), (1.28)
b
liIJ]ra (s—a)pi(s,x)ds <1—1¥, (1.29)

a

then problem (1.1), (1.3) has at least one positive solution.
Theorem 1.6. Let conditions (1.16) and (1.17) be satisfied on the set I x ]0,+o0], and let the

condition
[p1(u) — o1 (V)] + (b= a)p2(u) — g2 (v)| < Llu—of (i =1,2), (1.30)

where py € My, p: I — R, is a measurable function, and ¢ = [0, 1], hold on the set C([a,b];R,).
If , in addition,

b b
0</(3—a)p0(3,m)ds<+oo for x>0, /(s—a)p(s)d8<l—€,

then problem (1.1), (1.3) has exactly one positive solution.

Corollary 1.4. Let
b
FeM, 0</(s—a)|f(s,a:)|ds<—|—oo, (1.31)

and let condition (1.27) [respectively, condition (1.30)], where ¢ € [0,1] and r > 0, be satisfied on

the set C([a,b];Ry). Then problem (1.1), (1.3) has at least one (respectively, exactly one) positive
solution.

Corollary 1.5. Let the function f satisfy condition (1.31), and let the functionals p; (i = 1,2)
satisfy the inequalities
Lu(b) < @1(u) + (b —a)pa(u) < lu(b) +r

on the set C([a,b]; R, ), where £ and r are nonnegative constants. Then inequality (1.21) is a neces-
sary and sufficient condition for the existence of at least one positive solution of problem (1.1), (1.3).
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In conclusion of this section, by way of example, consider the differential equation

n_ _Pt)
) (1.32)

with boundary conditions of one of the following three kinds:
u(a) =Y lpulty),  uld) =Y lyulty), (1.33)
=1 =1

u(a) =Y lpulty),  Ww(b) = bpulty), (1.34)

u(a) = Lyu(b), u'(b) = Lyu(b), (1.35)
where p : I — R, is a measurable function that is nonzero on a set of positive measure, h :
10, +o00[ — ]0,400] is a continuous function, a < t; < -+ < t,, < b, and £y, and ¢; (i = 1,2;
k =1,...,m) are nonnegative numbers.

Note that singular boundary value problems arising in applications and considered in [1-6, 20]
are special cases of problem (1.32), (1.33).

Theorems 1.3-1.6 imply the following assertions.

Corollary 1.6. Let the function h satisfy the conditions
lim sup h(z) < 400, liminfh(z) > 0 (1.36)

z—0 r——+00

(respectively, let h be a nondecreasing function), and let

dli<1l o (i=1,2). (1.37)
k=1

Then the condition ,

/(s —a)(b—s)p(s)ds < +o0 (1.38)

a

is necessary and sufficient for the existence of at least one (respectively, a unique) positive solution
of problem (1.32), (1.33).

Corollary 1.7. Let the function h satisfy condition (1.36) (respectively, be nondecreasing), and

suppose that
either Zﬁlk = ZE% or ZE% =1.
k=1 k=1 k=1

b

Zflk <1, /(s —a)(b—s)p(s)ds < +o0

a

Then the conditions

are necessary and sufficient for the existence of at least one (respectively, a unique) positive solution
of problem (1.32), (1.33).

Corollary 1.8. Let the function h satisfy condition (1.36) (respectively, be nondecreasing), and
let

i(m +(b—a)ly) < 1.

k=1

DIFFERENTIAL EQUATIONS Vol. 50 No.8 2014



1024 KIGURADZE

Then there exists at least one (respectively, a unique) positive solution of problem (1.32), (1.34) if
and only if
b

/(s —a)p(s)ds < +o0.

a

Corollary 1.9. If the function h satisfies conditions (1.36) (respectively, is nondecreasing),

then the conditions
b

0+ (b—a)ly, <1, /(S —a)p(s)ds < +oo

a

are necessary and sufficient for the existence of at least one (respectively, a unique) solution of
problem (1.32), (1.35).

2. AUXILIARY ASSERTIONS

2.1. Lemmas on A Priori Estimates

Consider the differential inequalities

U”(t) < _pO(tvu(t))v (21)
—(L 4 u(t)pi(t, ut)) < u’(t) < —po(t, u(t)), (2.2)

where p; € M, (i =0,1).

A function u € C([a, b];R) NCL,(Ja, b[; R) is called a positive solution of the differential inequal-
ity (2.1) [respectively, the differential inequality (2.2)] if it is positive on the open interval |a, b[ and
satisfies this differential inequality almost everywhere on ]a, b|.

Lemma 2.1. Suppose that
po € My, mes{tel: py(t,x) >0} >0 for x>0, (2.3)

and the differential inequality (2.1) has a positive solution u. Then

b

0< /(S —a)(b—$s)po(s,x)ds < 400 for x> |ul (2.4)

a

and
b
u(t) > ug+ (t —a)(b— /s—a (b — 8)po(s, |lul|)ds > uy for a<t<b, (2.5)

where uy = min{u(a),u(b)}.

Proof. Let a;, € Ja,b] and by € Jay, b[ (kK =1,2,...) be some sequences satisfying the conditions

lim a;, = a, lim b, =b.

k——+oo k——+oo

DIFFERENTIAL EQUATIONS Vol. 50 No.8 2014
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By Lemma 2.2 in [21] and inequality (2.1), the function u can be estimated as

by,

u(t) > uop + (t — ag) (b — ) (b, — ay) > /(s —ay) (b, — s)|u"(s)| ds

by,
> uop, + (t — ai) (b — ) (b — ay) > /(3 — ay)(br — s)po(s, u(s)) ds
on the interval [ay,b] for each k, where ug, = min{u(az),u(by)}. If we pass to the limit as

k — +oo in this inequality and use condition (2.3), then inequalities (2.4) and (2.5) become
obvious. The proof of the lemma is complete.

The following assertion can be proved in a similar way.

Lemma 2.2. Let condition (2.3) be satisfied, and let the differential inequality (2.1) have a pos-
itive solution w. If, in addition, there exists a finite limit

o' (b) = lim /' (¢),

then
0< /(b —s)po(s,x)ds < oo for x> |ull
and
u(t) > u(a) + (t — a)u'(b) + —/ s —a)po(s, ||ul])ds > u(a) + (t —a)u'(b) for a<t<b.

Lemmas 2.3-2.5 below deal with a priori estimates for positive solutions of the differential
inequality (2.2) with boundary conditions of one of the following three forms:

w(a) < Lull +ro,  u(b) < Lfull + ro, (2.6)
u(a) < Llull +ro,  w(d) < Cullap, (2.7)
u(a) + (b —a)u'(b) < Llull,  w'(b) 20, (2.8)

where £ > 0, rq > 0, and by € ]a, b[. The proof of these lemmas can be found in [21].

Lemma 2.3. Let p; € M, (i =0,1), let £ < 1, and let conditions (1.14) and (1.15) be satisfied.
Then there exists a positive constant o and continuous functions ; : [a,b] — [0, 0] (i =0,1,2) such
that

e1(a) =0, &3(b) =0, &g(t)>0 for a<t<b, (2.9)

and an arbitrary positive solution u of problem (2.2), (2.6) satisfies the estimates
eo(t) <wu(t) <o for a<t<b, (2.10)
lu(t) —u(a)] <ei(t), |u(t) —u(d)] <ex(t) for a<t<b. (2.11)

Lemma 2.4. Let p; € M, (i =0,1), let £ < 1, and let conditions (1.14) and (1.25) be satisfied.
Then there exists a positive constant o and continuous functions &; : [a,b] — [0,0] (i = 0,1,2)

satisfying conditions (2.9) such that an arbitrary positive solution u of problem (2.2), (2.7) satisfies
the estimates (2.10) and (2.11).
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Lemma 2.5. Let p; € M, (i =0,1), let £ < 1, and let conditions (1.28) and (1.29) be satisfied.
Then there exists a positive constant ¢ and continuous functions ¢; : [a,b] — [0,0] (i = 0,1) and
01: la,b] —]0,+00] such that

e1(a) =0, ¢eo(t) >0 for a<t<hb, (2.12)
and an arbitrary positive solution u of problem (2.2), (2.8) satisfies the estimates

Eo(t) < u(t) < p,

0 (t) <o1(t) for a<t<hb, (2.13)
0 <wu(t)—ula) <

<
ei(t) for a<t<b. (2.14)

2.2. Lemmas on the Solvability of Nonlocal Problems for Equation (1.1)

Consider the differential equation (1.1) with boundary conditions of one of the following two
forms:

u(a) = p1(u) +6,  u(d) = ga(u) +94, (2.15)
u(a) = pi(u) +9,  u(d) = ps(u), (2.16)

where § is some positive constant.

Just as above, we assume that f : Ix]0,+oo[ — R is a function measurable in the first argument
and continuous in the second argument and the ¢; : C([a,b;R;) — Ry (i = 1,2) are continuous
functionals bounded on each bounded subset of C([a,b]; R, ).

Lemma 2.6. Let the function f satisfy inequality (1.5), where py € M., on the set I x |0, +oo].
In addition, suppose that condition (1.6) is satisfied and there exist numbers 6y > 0 and o > d
such that, for arbitrary X\ € [0,1] and 6 € ]0,d0], each solution of problem (1.8), (1.9) satisfies
the estimate (1.11). Then there exist continuous functions €; : [a,b] — R, (i = 0,1,2) satisfying
conditions (2.9) such that, for each 6 € 10, o], problem (1.1), (2.15) has at least one positive solution
satisfying the estimates (2.10) and (2.11).

Proof. First, let us show that, for an arbitrarily fixed § € ]0, 0], problem (1.1), (2.15) has
at least one positive solution.

Let
1 for 0<a <o,
x(x) = { 1—x/(20) for o<z <2p, (2.17)
0 for x> 2p.
For an arbitrary continuous function u : [a,b] — ]0, 00|, set

Fu)()
pi(u)

Oxlull) = Dpo(t, u()) + x((lul) £ u(t) for tel, (2.18)
X(lull)ei(u) (i =1,2) (2.19)

and consider the auxiliary problem

u'(8) = Flu)(t), (2.20)
u(a) = @1(u) + 0, u(b) = pa(u) + 6. (2.21)

By notation (2.17) and (2.18) and condition (1.5), each positive solution of the functional-
differential equation (2.20) is simultaneously a solution of the differential inequality (2.1). This,
together with Lemma 2.1 and condition (2.3), implies that if u is a positive solution of prob-
lem (2.20), (2.21), then

u(t) > for a<t<b.
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On the other hand, by conditions (1.5) and (1.6), for an arbitrary continuous function u : [a,b] —
[0, +o0[ we have

0< —f(u)(t) < f*(t;6,20) for tel, (2.22)
/(3 —a)(b—s)f*(s;0,20)ds < +o0. (2.23)

a

It follows from the preceding that the set of positive solutions of problem (2.20), (2.21) coincides
with the set of positive solutions of the operator equation

u(t) = F(u)(t), (2.24)
where
b
b—t _ t—a _ ~
F@() =6+ 7= Bilu) + 52 Balw) + [ go(t.5)F(w)(s) ds, (225)
B (t—a)(b—s) for t<s,
9olts s) = a—>b {(s—a)(b—t) for t>s. (2.26)
Let
7o = 0o + sup{eps (u) + @a(u) : we C[a, b Ry), [lull < 20}, (2.27)
b
oo=rot=a)! [ (s a)(b - )f (516,20 ds,
¢ b ;
o To S—a ., . - )
01(t) = P —I—/ b—af (875,2Q)d8+/—b_af (s;0,20)ds for a<t<b.
a t
By condition (2.23), it is obvious that g; : ]a,b[ — R, is a continuous function such that
b
/Ql(S) ds < +o0. (2.28)

By D we denote the set of functions u € C([a, b]; R) satisfying the inequality
d<u(t) <py for a<t<hb.

Let w € D and v(t) = F(u)(t). Then v is a continuously differentiable function on the open
interval Ja,b[. On the other hand, by virtue of inequality (2.22) and notation (2.19) and (2.26),
from relation (2.25), we obtain

b
5 <wv(t) <o+ @1(u) + @a(u) + (b—a)™? /(s —a)(b—8)f"(s;0,20)ds < gy for a<t<b,

a

[V ()] < o1(t) for a<t<b.
These estimates, together with condition (2.28) and the Arzeld—Ascoli lemma, imply that the
operator I maps the set D into a compact subset of itself. By the Schauder theorem, the operator
equation (2.24) and hence problem (2.20), (2.21) have a solution u € D.
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By virtue of relations (2.18) and (2.19), the function w is a positive solution of problem (1.8),
(1.9), where A = x(|lu]|). By one of the assumptions of the lemma, the function v admits the
estimate (1.11). This estimate, together with relation (2.17), implies that A = 1. Consequently,
u is a solution of problem (1.1), (2.15).

Let S5 be the set of all solutions of problem (1.1), (2.15), and let S = [J,<;<5, S5. Obviously,
each function u € S satisfies the estimate (1.11). If, in addition, we use condition (1.5), then we
find that u is a positive solution of problem (2.2), (2.6), where

1 fr(t;z,0) for 0<ax <o,
1+az | [*(t;0,0) for x>,

pi € My (i=0,1), ¢ =0, and 7 is the number given by relation (2.27). In addition, relations (1.14)
and (1.15) follow from conditions (1.16), because

pi(t,x) =

lim [ (s—a)(b—s)pi(s,x)=0.

r— 400
a

By Lemma 2.3, there exists a positive constant g and continuous functions ; : [a,b] — [0, 9]
(1 = 0,1,2) such that

El(a) = 0, gg(b) = 0, go(t) >0 for a <t < b
and an arbitrary positive solution of problem (2.2), (2.6) satisfies the estimates
Zo(t) <wu(t) <o for a<t<hb,
lu(t) —u(a)] <E(t), |u(t) —u)| <&(t) for a<t<hb.
Now if we set
g;(t) = min{p,z;(t)} for a<t<b,
then we find that each function v € S satisfies the estimates (2.10) and (2.11), where the

gi ¢ [a,b] — o (i = 1,2) are continuous functions satisfying conditions (2.9). The proof of the lemma
is complete.

Lemma 2.7. Let the function f satisfy inequality (1.5), where py € M, on the set I x ]0,4o00].
In addition, suppose that condition (1.7) is satisfied and there exist numbers 6y > 0 and o > d
such that, for arbitrary X € [0,1] and § € ]0,dy], each solution u of problem (1.8), (1.10) satisfies
the estimate (2.11). Then there exist continuous functions €; : [a,b] — Ry (i = 0,1) satisfying
conditions (2.12) and a continuous function oy : |a,b] — ]0,+o00[ such that, for each § € 0, ],
problem (1.1), (2.16) has at least one positive solution that admits the estimates (2.13) and (2.14).

This lemma can be proved by analogy with Lemma 2.6 with the only difference that Lemma 2.5
rather than Lemma 2.3 is used in the proof.

2.3. Lemmas on the Unique Solvability of Nonlocal Problems for Differential Inequalities
Consider the differential inequality

w” () sgn(w(t)) > —p(t)|w(t)| (2.29)

with nonlinear nonlocal boundary conditions of one of the following two forms:
lw(a)| < Llwl,  |w®)] < lw], (2.30)
lw(a)] + (b — a)|w'(b)] < L|wl, (2.31)

where p: Ja,b[ — R, is a measurable function and ¢ € [0, 1].

We seek a solution of problem (2.29), (2.30) in the set C([a,b;R) N Ci (Ja,b[;R) and a solution

of problem (2.29), (2.31) in the set of functions w € C([a,b];R) N CL.(Ja, b[; R) whose derivative
has a finite limit w’(b) = lim, ., w'(t).
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Lemma 2.8. If
b

/(s —a)(b—s)p(s)ds < (1—O)(b—a), (2.32)

a

then problem (2.29), (2.30) has only the trivial solution.

Proof. By inequality (2.32), there exists a number ¢; € |¢, 1] such that

b

/(3 —a)(b—s)p(s)ds < (1 —41)(b— a). (2.33)

a

Now assume that problem (2.29), (2.30) has a nontrivial solution w. Then, by virtue of inequal-
ities (2.30), we can assume without loss of generality that the conditions

are satisfied for some a; € |a,b[, by € ]ai,b[, and ¢, € ]Jai,bi[. On the other hand, by using these
conditions, from the differential inequality (2.29), we obtain

by
by —t to—a "
w|| = w(te) = ——2 wla;) + —— w(b1)+/go(t0,s)w (s)ds
b1 — Qq bl —ax
by
< (el + / [g0(to, )[p(s) ds)uwu, (2.34)
where
(ts) = 1 (t—ay)(by —s) for a; <t<s<by,
go\t» 8) = a; —by | (s—ay)(by—t) for a; <s<t<b
and

lgo(t,8)] < (b—a) *(s—a)(b—s) for a; <s,t<b.
By virtue of this estimate and condition (2.32), it follows from inequality (2.34) that

[w]] < <€1 +(b—a)” /(8 —a)(b—s)p(s) dS) [wll < [l

ai

The contradiction thus obtained implies that problem (2.29), (2.30) has only the trivial solution.
The proof of the lemma is complete.

Lemma 2.9. If
b

/(3 —a)p(s)ds <1—1¢,

a

then problem (2.29), (2.31) has only the trivial solution.

Proof. Take ¢; € ]0, /[ such that

b

/ (s — a)p(s)ds < 1— 4y, (2.35)

a
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Now assume that problem (2.29), (2.31) has a nontrivial solution w. Then, by virtue of inequal-
ity (2.31), we can assume without loss of generality that the conditions

’U.)(bl) - ||UJ||, UJ(t) >0 fOI' a; < t S bl, w(al) + (bl — al)w’(bl) § £1||UJ||

are true for some a; € |a,b[ and b; € Jay,b]. If, in addition, we use inequality (2.35), then, from the
differential inequality (2.29), we obtain

lw] = w(by) = w(ay) + (by — ay)w'(by) — /(3 —ap)w"(s)ds < <€1 + /(8 —a)p(s) ds) |w]| < ||w]|.

al ai

The contradiction thus obtained implies that problem (2.29), (2.31) has only the trivial solution.
The proof of the lemma is complete.

In conclusion, consider the differential inequality
w” (t) sgn(w(t)) >0 (2.36)
with the boundary conditions
jw(a)] < Lwll,  [w®)] < lwlla.p, (2.37)
where ¢ € [0,1] and by € |a, b].

Lemma 2.10. Problem (2.36), (2.37) has only the trivial solution.

Proof. First, note that, by Lemmas 2.8 and 2.9, for an arbitrary t, € |a,b|, the differential
inequality (2.36) on the interval [a, ;] does not have a nontrivial solution such that either

jw(a)| < Llwll,  w(to) =0

or
lw(a)] < Ljwll,  w'(to) = 0.

Now assume that problem (2.36), (2.37) has a nontrivial solution w. Then, by the preceding,
either

w(t)w'(t) #0 for a <t <b, (2.38)

or there exists an a; € |a, b[ such that
wt)=0 for a<t<a;, wtw(t)>0 for a <t<bh. (2.39)
However, both condition (2.38) and condition (2.39) contradict inequality (2.37). The contradiction

thus obtained completes the proof of the lemma.

3. PROOF OF THE MAIN RESULTS

Proof of Proposition 1.1. By Lemma 2.6, for each positive integer k, the differential equa-
tion (1.1) has a positive solution uy, satisfying the conditions

ur(@) = pulun) + 30 wl) = o) + P (3.1)
go(t) <ui(t) <o for a<t<b, (3.2)
lug(t) —ur(a)| <eo(t), |ur(t) —ur(b)] <ei(t) for a<t<b, (3.3)

(
where the ¢; : [a,b] — [0, 0] (i = 0,1,2) are continuous functions independent of k and satisfying
conditions (2.9).
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Let
00(t) = f*(t;e0(t),0) for tel.

By conditions (1.6) and (2.9), the function g, is Lebesgue integrable on each closed interval
contained in ]a,b]. Take arbitrary numbers aq € ]a,b] and by € |ag, b[ and introduce the function

bo

0:(t) = ¢ —I—/Qo(s)ds—i—

by — ag

t

/ 00(s)ds

ao

for a<t<b.

ao
By virtue of the estimate (3.2), we have

lup (t)] = | f(t,ur(t))| < 0o(t) for almost all ¢ € ]a, b, (3.4)
lup,(t)] < 01(t) for a<t<b. (3.5)

The estimates (3.2), (3.3), and (3.5) ensure the uniform boundedness and equicontinuity of the

sequence (uy) > on [a,b], and the estimates (3.4) and (3.5) guarantee the uniform boundedness

and equicontinuity of the sequence (u}); > on each closed interval contained in ]a, b|.

+ +oo

By the Arzeld—Ascoli lemma, the sequence (uy);2] contains a subsequence (uy,, )%, uniformly

converging on [a,b] and such that (u}, )+>; uniformly converges on each closed interval contained
in ]a,b[. Set

u(t) = hIP_ ug, (t) for a<t<b.
Then

u'(t) = lim wy (t) for a<t<b

m—-+o00

If we pass in the relation
t
uy, () = uy, (ag) + / f(s,ux, (s))ds for a<t<b

to the limit as m — +o00, then, by using the dominated convergence theorem and condition (3.4),
we obtain

u'(t) = u'(ag) + /f(s,u(s)) ds for a<t<b.

On the other hand, it follows from relation (3.1) and inequality (3.2) that the function u satisfies
the boundary conditions (1.2) and the conditions

go(t) Su(t) <p for a<t<b.

Consequently, u is a positive solution of problem (1.1), (1.2).
If we use Lemma 2.7 instead of Lemma 2.6, then, in a similar way, we can show that prob-
lem (1.1), (1.3) has at least one solution. The proof of the proposition is complete.

Proof of Theorem 1.1. First, note that, by conditions (1.12) and (1.14), the function f*
admits the estimate

po(t,z) < f*(t,x,y) <pi(t,z)(1+y) for tel, O0<z<y<+4oo

and satisfies condition (1.6).

Let 1 =7 + 1, let o be the positive constant introduced in Lemma 2.3, and let u be a positive
solution of problem (1.8), (1.9) for some A € [0,1] and § € ]0, 1]. By inequalities (1.12) and (1.13),
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the function w also is a positive solution of problem (2.2), (2.6) and satisfies the estimate (1.11) by
Lemma 2.3.

Now if we use Proposition 1.1, then Theorem 1.1 becomes obvious. The proof of the theorem is
complete.
Proof of Theorem 1.2. Conditions (1.16), (1.18), and (1.19) imply conditions (1.12)—(1.15),

where r = max{y1(0), ¢2(0)} and p;(t,z) = p(t) + po(t,x)(1 + z)~'. On the other hand, by Theo-
rem 1.1, these conditions ensure the existence of a positive solution u of problem (1.1), (1.2).

It remains to show that problem (1.1), (1.2) has no solution other than w.
Let v be an arbitrary positive solution of problem (1.1), (1.2), and let

w(t) =u(t) —v(t) for a<t<b. (3.6)

Then, by conditions (1.17) and (1.18), the function w is a solution of problem (2.29), (2.30). How-
ever, by Lemma 2.8 and condition (2.32), this problem has only the trivial solution. Consequently,
v(t) = u(t). The proof of the theorem is complete.

Proof of Corollary 1.1. Condition (1.20) implies conditions (1.12), (1.14), (1.16), and (1.17),
where

p(t) =0, pot,z) =I[f(t,x)l, pi(t,2)=1+2)"|f(t,z)] for tel, x>0
On the other hand,

b
pieM; (i=0,1), lim [(s—a)(b—s)pi(s,x)ds=0.

r——+00
a

Now if condition (1.13) [respectively, (1.18)] is satisfied on the set C([a,b]; R, ), then, by The-
orem 1.1 (respectively, Theorem 1.2), problem (1.1), (1.2) has at least one (respectively, exactly
one) positive solution. The proof of the corollary is complete.

Proof of Corollary 1.2. If inequality (1.21) holds, then, by Corollary 1.1, problem (1.1), (1.2)
has at least one positive solution.

It remains to show that inequality (1.21) is also necessary for the existence of at least one positive
solution of problem (1.1), (1.2). Indeed, if there exists such a solution, then, by Lemma 2.1,

p(us; az, bi) > min{eps (u), @2 (u) b (i=1,2).
This, together with inequalities (1.22), implies inequality (1.21). The proof of the corollary is
complete.
The proof of Theorem 1.3 (respectively, Theorem 1.5) can be carried out by analogy with that of

Theorem 1.1. The only difference is that Lemma 2.4 (respectively, Lemma 2.5) is used instead
of Lemma 2.3.

Theorem 1.4 follows from Theorem 1.3 and Lemma 2.10, and Theorem 1.6 follows from Theo-
rem 1.5 and Lemma 2.9.

Corollary 1.3 follows from Theorem 1.4 and Lemma 2.1, Corollary 1.4 follows from Theorems 1.5
and 1.6, and Corollary 1.5 follows from Corollary 1.4 and Lemma 2.2.

Proof of Corollary 1.6. Set

f(t,x):—% for tel, x>0, gpi(u)zz&ku(tk) for we C(la,b;Ry) (i=1,2).

Then problem (1.32), (1.33) acquires the form (1.1), (1.2).

First, consider the case in which the function h satisfies condition (1.36). In this case, there
exist nondecreasing functions h; : |0, +oo[ — ]0,+o0o[ (¢ = 0,1) such that

hi(z) < h(z) < ho(z) for z>0.
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By the preceding, the function f and the functionals ¢; (i = 1,2) satisfy inequalities (1.12)
and (1.13) on the sets I x |0, 4+o00[ and C([a,b]; R, ), respectively, where

po(t,z) = ho(:n))’ pi(t,z)=(1+z)" }i((l;)), l= maX{ZEik D= 1,2}, r=0.

k=1

Moreover, p; € M, and condition (2.3) holds.

Each positive solution of problem (1.32), (1.33) is simultaneously a solution of the differential
inequality (2.1). This, together with Lemma 2.1, implies that condition (1.38) is necessary for the
existence of at least one solution of this form. On the other hand, if, in addition to (1.36) and (1.37),
condition (1.38) is satisfied, then the functions p; (i = 0, 1) satisfy conditions (1.14) and (1.15),
and problem (1.1), (1.2) has at least one positive solution by Theorem 1.1.

Let us proceed to the case in which h is a nondecreasing function. Then f € M_, and, by Corol-
lary 1.1, conditions (1.37) and (1.38) ensure the existence of a unique positive solution of prob-
lem (1.32), (1.33). The proof of the corollary is complete.

We omit the proof of Corollaries 1.7-1.9, because it is similar to that of Corollary 1.6. Note only
that Corollary 1.7 is proved on the basis of Theorems 1.3 and 1.4 and Lemma 2.1, and Corollaries 1.8
and 1.9 are proved on the basis of Theorem 1.5, Corollary 1.4, and Lemma 2.2.
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