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ON THE CRITERION OF THE WELL-POSEDNESS OF THE MODIFIED
INITIAL PROBLEM FOR SINGULAR LINEAR ORDINARY DIFFERENTIAL
SYSTEMS

MALKHAZ ASHORDIA

Abstract. Effective necessary and sufficient conditions are established for the well-posedness of the
initial problem with weight for linear systems of ordinary differential equations with singularities.

1. STATEMENT OF THE PROBLEM, BASIC NOTATION AND FORMULATION OF BASIC RESULTS

Let [a,b] C R be a finite and closed interval, non-degenerate at the point ¢ty €]a,b[, and I;, =
[a,b] \ {to}-

Consider the initial problem with weight for a linear system of ordinary differential equations with
singularities

% =P(t)x +q(t) foraa. tel, (1.1)
lim (&7 (1) z(1)) =0, (1.2)

where P = (pik)7 =1 € Lioc(lto; R™*™), ¢ = (qr)i=1 € Lioc(I1,; R™); @ = diag(p1, ..., ¢n) is a positive
diagonal n x n-matrix function, defined continuously on [a,b] \ {to}.

Without loss of generality, we can assume that ¢ty = a, or ty = b.

Consider the case tg = b. The case tqg = a will be considered analogously.

Let I = I,=[a,b].
Along with system (1.1), let us consider the sequence of perturbed singular systems
dx
T =Pn(t)x 4+ gn(t) foraa. tel (m=1,2,...), (1.3)

under condition (1.2), where P,,, = (pmik)zkzl € Lioc(I;R™™), gm = (¢mk)f—1 € Lioc(I; R™).

We are interested in establishing the necessary and sufficient conditions under which the unique
solvability of problem (1.1), (1.2) guarantees the unique solvability of problem (1.3), (1.2) and the
nearness of its solution in the definite sense if the matrix-functions P,, and P and the vector-functions
q¢m and q are close to each other.

As we know, the question on the necessary and sufficient conditions for the well-posedness was not
fully investigated in earlier papers. In [1], only some results are presented. Thus, the problem under
consideration is urgent. In our paper, an attempt is made to fill in the existing gaps.

The same problem was previously studied earlier in [6] (see also references therein), where only the
sufficient conditions were obtained.

The singularity of system (1.1) is considered in the sense that the matrix P and vector ¢ functions
are in general not integrable on each interval including ¢y. Moreover, the solution of problem (1.1),
(1.2) is not continuous at the point g and, therefore, it cannot be a solution in the classical sense.
But its restriction on each interval from Iy, is a solution of system (1.1). In this regard, we recall the
following example from [6].

2020 Mathematics Subject Classification. 34A12; 34A30; 34K06, 34K26.
Key words and phrases. Linear systems of ordinary differential equations; Singularities; Initial problem with weight;
Well-posedness; Effective sufficient and necessary conditions; Spectral condition.



320 M. ASHORDIA

Let a > 0 and ¢ €]0, af. Then x(t) = [t|°~* sgnt is the unique solution of the problem

dx ax

- =-—F+ elt|ete, lim (¢*(t)) = 0.
The function z is not a solution of the equation on the set R, however z is a solution to the above
equation only on R\ {0}.

The questions of the solvability and well-posedness of singular differential problem (1.1), (1.2) have
been studied, for example, in [5-7] (see also references therein). As far as we know, the necessary
and sufficient conditions for the well-posedness of problem (1.1), (1.2) with singularity have not been
studied up to now.

Similar problems for singular impulsive and the so-called generalized orinary differential equations
are investigated in [1-4].

The present paper presents the necessary and sufficient conditions for the so-called strongly ®-well-
posedness of problem (1.1), (1.2).

Throughout the paper, we use the following notation and definitions:

R =] — 00, +o0[, Ry = [0, +00.

n
R™ ™ is the space of all real n x m matrices X = (z;1); -, with the norm | X|| = , max ST k-
’ =1,...m ;=1

XI = (i [X]- = 50X = X), [X]s = 5(X] +X).

RY™ = {(iy)iny x>0 (i=1,...,n; j=1,...,m)}.

R™ = R"*! is the space of all column n-vectors z = (z;)™;.

Opnxm (or O) is the zero n x m-matrix, 0, (or 0) is the zero n-vector.

I, is identity n x n-matrix.

The inequalities between the matrices are understood componentwise.

If X € R™*™ then X ! and r(X) are, respectively, the matrix inverse to X and the spectral radius
of X.

A matrix-function is said to be continuous, integrable, nondecreasing, etc., if each of its components
is such.

C(I;R™*™) is the space of all continuous and bounded matrix-functions X : I — R™*™ with the
norm || X s = sup{| X (D] : ¢ € T},

C(I; D), where D C R™*™ _is the set of all continuous and bounded matrix-functions X : I — D.

Cloc(I; D) is the set of all continuous matrix-functions X : I — D.

If X € C([a,b]; R™*™), then || X||. = max{|| X (t)] : t € [a,b]}.

AC([a,b]; D) is the set of all absolutely continuous matrix-functions X : [a,b] — D.

AC)oc(I; D) is the set of all matrix-functions X : I — D whose restrictions to an arbitrary closed
interval [a, b] from I belong to AC([a,b]; D).

L([a, b]; R™*™) is the set of all integrable matrix-functions on [a, b].

Lioc(I; R™ ™) is the set of all matrix-functions X : I — D for which the restriction on [a, ¢] belongs
to L([a, c]; R™*™) for every a,c € I.

A vector-function 2 € AC),.(I;R™) is said to be a solution of system (1.1) if

2 (t) = P(t)x(t) + q(t) for a. a. t e I.

Let P, = (p*ik)?,kzl € Lioc(L;R™). Then a matrix-function Cy : I x I — R™*™ is said to be the

Cauchy matrix of the homogeneous system
dz
pri P.(t) z, (1.4)
if for each interval J C I and 7 € J, the restriction of the matrix-function Cy(.,7) : I — R"*™ on J
is the fundamental matrix of system (1.4), satisfying the condition
Cu(r,7) = I.

Therefore, C, is the Cauchy matrix of system (1.4) if and only if the restriction of Cy on J x J is the
Cauchy matrix of the system in the regular case. Let X, (t) = C,(t,a).
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Definition 1.1. Problem (1.1), (1.2) is said to be weakly ®-well-posed if it has the unique solution xg
and for every sequences of matrix and vector-functions P, and ¢,, (m = 1,2,...) such that conditions

b

Jim | o701 - P asas| <o (15)
ml_ig_lOOH/CD_l(s) rm(s)ds|| =0 (1.6)

and
lim [ ()r(t) — 27 (Brm ()] =0, (17)

m——+o0o

t
are fulfilled uniformly on I, where 7,(t) = [ |gm(s) — q(s)|ds, problem (1.3),(1.2) has the unique

solution z,, for each sufficiently large m and the condition
lim ([ ®71(t) (2 (t) — zo(1))[| = 0 (1.8)

m——+0oo

holds uniformly on I.

Definition 1.2. Problem (1.1), (1.2) is said to be strongly ®-well-posed if it has the unique solution
xo and for every sequences of matrix— and vector-functions P,, and ¢, (m = 1,2,...) such that
conditions (1.5) and

b

i | [ @7 6ans) - atolas

m——+oo
t

:O’

hold uniformly on I, problem (1.3), (1.2) has the unique solution x,, for each sufficiently large m and
condition (1.8) holds uniformly on I.

The case of strongly ®-well-posedness has been investigated in [6], where only the sufficient condi-
tions guaranteeing this property were obtained.

We establish the necessary and sufficient, as well effective sufficient conditions for the weakly
®-well-posedness.

Remark 1.1. If problem (1.1),(1.2) is strongly well-posed, then it is also stated weakly well-posed,
since due to the formula of integration by parts, we find

T T

/ B(5) g (5) — a()lds = (71(3) i (5))| + / () 1 (s)ds

t t
for a<t<T<bh

Definition 1.3. We say that the sequence (P, ¢n) (m = 1,2,...) belongs to the set Sp, (P, ¢; ),
ie.,

(P am)) ) € Sp.(Pog; @), (1.9)

if problem (1.3),(1.2) has the unique solution z,, for each sufficiently large m and condition (1.8) holds
uniformly on 1.

Let I(6) = [b— 4,b] for every 6 > 0.

Theorem 1.1. Let there exist a matriz-function P, € Lioe(I; R™*™) and constant matrices By and B
rom R7*™ such that
+

r(B) <1 (1.10)
and estimates
|C.(t,T)| S @) Bo® (1) for b—d<t<7T<b (1.11)
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and
b
‘ /|C*(t,s)| |P(s) — Pu(s)| ®(s)ds| < H(t) B for t € 1(d) (1.12)
t
are fulfilled for some § > 0, where C, is the Cauchy matriz of system (1.4). Let, moreover,
b
yn%/ D=1 (8) Cu(t, 7)q(7)]|dr = 0. (1.13)
t

Then problem (1.1), (1.2) is weakly ®-well-posed with respect to the matriz-function Pi.

Theorem 1.2. Let there exist a constant matriz B = (bi,)j =, € R1™™ such that condition (1.10) is
satisfied, and the estimates

ci(t,7) < bozii((j_)) forb—0<t<7t<b (i=1,...,n); (1.14)
b
' /Ci(t,T)(pi(T)[pii(T)],dT S b” (pl(t) fO’I" t e I((S) (Z = 1,...77’L) (115)
and
b
’ /Ci(t,T)(pk(T”pik(T”dT < bk hl(t) fO?" te I(é) (’L?ék‘, ’i,k: 1,...,7’L) (116)

are fulfilled for some by > 0 and § > 0, where

T

et ) = exp ( \ [ats)s

t

>. (1.17)

Let, moreover,
b

i cilt,7) (T)dr =0 (i = n
ll_r}rzl)/ 0 lgi(T)|dr =0 (i=1,...,n). (1.18)

Then problem (1.1), (1.2) is weakly ®-well-posed with respect to the matriz-function P.(t) =
diag([pr1(®)]4, - -, [Prn ()] +)-

Corollary 1.1. Let there exist a constant matriz B = (by)7 -, € RY*" such that the condition
(1.10) is satisfied, and the estimates

pii(t)gﬁ fora<t<b (i=1,...,n), (1.19)
lil’il [pii(S)],dS < bi; fOT' te I(5> (’L =1,.. .,TL) (1.20)
T—b—
t
and .
lin%)/ o (s)|ds < by for t € 1(S) (i £ ks ik =1,...,n) (1.21)
T—
t
are fulfilled for some p; >0 (i =1,...,n) and 6 > 0. Let, moreover,
/ 1

t

Then problem (1.1), (1.2) is weakly ®-well-posed with respect to matriz-function P.(t) =
diag([p11(®)]+, - - -, [Pan(t)]+), where ®(t) = diag((b — )1, ..., (b —t)H").
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Remark 1.2. In the conditions of Corollary 1.1, the solution of problem (1.1), (1.2), where ®(¢) =
diag((b —¢)#, ..., (b—1t)"), belongs to ACioc(I,R™).
Corollary 1.2. Let there exist a constant matriz B = (biy)} -, € RY*" such that condition (1.10)
holds, and estimates (1.19) for u; =0 (i =1,...,n),
b

/(b— Plpa(s)]ds < bi (b—1t) for t€ 1) (i=1,...,n)

t
and

b
/ — T)|pir(s)|ds < by, (b—1t) for t € I(6) (i #k;ik=1,...,n)
i

are fulfilled for some § > 0. Let, moreover,
b

1

lim —— ; = i=1,...,n).

tgr})b_t/|qz(s)|ds 0 (i=1,...,n)
t

Then problem (1.1), (1.2) is weakly ®-well-posed with respect to the matriz-function P.(t) =
diag((prr (1)) - [pun(1)] ), where ®(t) = ding((b 1), (b 1)).

The remark analogous to Remark 1.2 is likewise true for Corollary 1.2 if y; =1 (i =1,...,n).

Corollary 1.3. Let

[ii(t)]gb/\:t L) fortel (i=1,...,n)

hold, where A\; >0 (i =1,...,n), p5(t) € Lioc(I;R:) (i =1,...,n). Let, moreover,
b
/ TN T D (s)|ds < oo for t €T (i £ k;ik=1,...,n)
i

and

b

/ (b— 7)™

t

gi(s)|ds < 400 for tel (i=1,...,n).

Then problem (1.1), (1.2) is weakly ®-well-posed with respect to the matriz-function P, defined as in
Corollary 1.2, where ®(t) = diag((b— )™, ..., (b—t)~n).

The remark analogous to Remark 1.2 is likewise true for Corollary 1.3 if A, =0 (i =1,...,n).

Theorem 1.3. Let the conditions of Theorem 1.1 be fulfilled and let there exist a sequence of the
non-degenerated matriz-functions Hpy, € ACioc(I; R™*™) (m =1,2,...) such that

mgrgw |97 (1) H,,, (1)@ () — 1] = 0, (1.23)
mlgrgm" 9)1P3(s) — Pls)| @(s)ds| =0, (1.24)
mgrilmH/@_l(s)r;(s)ds =0 (1.25)

and
lim & (0)r7,(6) — @ () ()] =0, (1.26)

m——+o0
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are fulfilled uniformly on I, where Py (t) =(H},(t) + Hy, () P (t)) H 1 (), 75, (8) = [ gs, (1) — q(7)|dT
a
and q’,(t) = Hp,(t) gm (t). Then inclusion (1.9) holds.
Theorem 1.3 has the following form if we assume that H,,(t) = I, (m =1,2,...) therein.

Corollary 1.4. Let the conditions of Theorem 1.1 be fulfilled and conditions (1.5)—(1.7) hold uniformly
on I, where the vector-functions r, (m = 1,2,...) are defined as in Definition 1.1. Then inclusion
(1.9) holds.

Theorem 1.4. Let the conditions of Theorem 1.1 be fulfilled and let

[Boll (1 = B)"!| < 1, (1.27)
b
nmsupHq>—1(t)/|P(s)|q>(s)ds < too. (1.28)
t—b )
b
1imsupH/<I>1(5)P*(3)<I)(s)ds < +00. (1.29)
t—b )

Then inclusion (1.9) holds if and only if there exists the sequence of matriz functions H,, €
ACioc(I; R™™) (m = 1,2,...) such that conditions (1.23)—(1.26) hold uniformly on I, where the
matriz— and vector functions Py, ¢, and r}, (m =1,2,...) are defined as in Theorem 1.3.

Theorem 1.4'. Let the conditions of Theorem 1.4 be fulfilled. Then inclusion (1.9) holds if and only
if conditions (1.25), (1.26) and

lim {|®7 () (X (t) — Xo(1))] = 0

m——+o0

hold uniformly on I, where Xy and X, are the fundamental matrices of systems (1.1) and (1.3),
respectively, and ¢, (t) = Xo(t) X, 1(t) gm(t) (m =1,2,...).

Remark 1.3. Condition (1.27) in Theorem 1.4 is essential and it cannot be neglected, i.e., if the
condition is violated, then the conclusion of the theorem is not true, in general. Below we present an
example.

Let I =[0,1[n=1,b=1,B=0,By =1, Phi(t) =1—1t;

P(t)=P,(t)=P,(t) =—(1—-t)"! (m=1,2,...);
1—t

q(t)EO, qm(t)z_m (m:1,2,...).
Then
c*(t,f):ll_;i, zo(t) = 0, xm(t)z(l—t)tan(;i_t) (m=1,2,...).

So, all the conditions of Theorem 1.4, with the exception of (1.27), are fulfilled for H,,(t) = I,,.
But condition (1.8) is not fulfilled uniformly on 1.

Remark 1.4. The results analogous to Theorems 1.1, 1.2 and Corollary 1.4 are proved in [6] for
the strongly well-posed case, as well. However, in the paper under consideration, the necessary and
sufficient conditions for the well-posedness in the strong case are not considered.

2. PROOFS OF RESULTS

We need the following lemma from [6].

Lemma 2.1. Let the matriz-function P, € ACoc(I,R™™ ™) and constant matrices By and B from
RY*™ be such that conditions (1.10), (1.11) and (1.12) hold for some 6 > 0, where C, is the Cauchy
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matriz of system (1.4). Let, moreover,

%ﬂ:mm{HjMf%@CA&ﬂﬂﬂdT:t§s<b}<+mjwtelw)

Then each solution x© € ACo.(J,R™) of system (1.1) admits the estimate
2= )z ()] < p (IBoll - 197 (s0)a(s0)l| + (1)) for t€J, t<s<b,
where p = ||(I, — B)7Y|, and J C I(8) and sy € J are an arbitrary interval and point.

Proof of Theorem 1.1. Owing to conditions (1.10)—(1.13), problem (1.1), (1.2) has the unique solu-
tion x (see [6, Theorem 2.1]). On the other hand, since I is the finite interval, there exists p € R}*"
such that

|z(t)| < ®(t)p for tel. (2.1)
It is clear that
p1 =sup{p1(d) : 0 €]0,b — a]} < +oo0, (2.2)

where

o1 (5) = H b/6¢-1<s>|P<s> ~ P.(s)] @(s)ds

Let By be the n x n-matrix whose every element is equal to 1 and let B=B+ 1noBo B1. Then due
to (1.10), there exists o €]0, 1[ such that

r(B) < 1. (2.3)
Let € > 0 be an arbitrary fixed number. Then, taking into account (2.2), we find that there exists
7 €]0,ng[ such that

po[1+[1Boll exp ((n + p1)l|Boll)] <e. (2.4)
where
po=n L+ [P+ [I(Z. = B) "M Bol))-
Let Py, € Lioo(I;R™ ™) and ¢, € Lioc(I;R™) (m = 1,2,...) be arbitrary matrix— and vector-
functions satisfying conditions (1.5) and (1.6). First, we have to show that the matrix— and vector-

functions P, and ¢, (m =1,2,...) satisfy conditions (1.12) and (1.13), as well.
In view of (1.11) and (1.12), we find, without loss of generality, that for every natural m,

[1c-wslipa) - Pl o

<| / CLlt,5)|[P(s) — P.(s)| B(s)ds

n \ / (b, )] |Pon(s) — P.(5)] B(s)ds

< ®(t)B + (t) B

/ CL(t, )] | Pon(s) — Pu(s)| B(s)ds

<®(t)B for a<t<t<b.

Therefore, the matrix-function B satisfies condition (1.12).
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In addition, due to (1.23)—(1.26), there exists a natural mg such that for every m > my,

b—
H/@1(3)|Pm(8) — P(s)| ®(s)ds|| <1 for tel (2.5)

and

b—
(D) rm(t) — @1 (b—)rm (b-)| + H /q)_l(s) |P.(8)|Tm(s)ds|| <n for t e, (2.6)

where the functions r,,, (m =1,2,...) are defined as in Definition 1.1.
Below, we assume that m > mg is an arbitrary fixed natural.
Now, using (1.11), we show that

T

L/\¢_1@)C&@,@(%n@)—-qG)NdSSABoCP_VSMMASDi

+BO/<I>*1(5) 1P (5)] [gm(s) — q(s)|ds for a<t<7<b 2.7)
t
and therefore,

T

/ B1(8) Cu(t, 5)m () ds < / 1B(1) C. (1, s)q(s) ds

t
-

e / 1C.(t, ) (am(s5) — a(s))lds < / B (1)CL (1, 5)q(s)|ds

+ Bo / B1(5) gum(s) — q(s)]ds

< / DL )C. (1, 5) P (s)als)ds + Bo (97 (s)r(s))

t

T

t

T

+ BO/<I>_1(8) |Pe(8)] lgm (s) — q(s)|ds for a <t <7 <b.
t
From this, in view of conditions (1.6), (1.13) and (1.26), it follows that the vector-function g,
satisfies condition (1.13), as well.

Hence, according to Theorem 2.1 from [6], the last two conditions guarantee the unique solvability
of problem (1.3), (1.2).

Let x,, be the unique solution of problem (1.3), (1.2) and, without loss of generality, let
Zm(t) = 2(t) — 2 () and up, (t) = || @71 () 2 (1) |

for every natural m.
Then z,, will be a solution of the system

dz

= = Pu(t) 2+ Em(t) (2.8)

under the condition

lim (7' (s0) 2(s0)) = 0,

so—b
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where
gm(t) = gm(t) + (Q(t) - Qm(t))v gm(t) = (P(t) - Pm(t)) SC(t)
In view of Lemma 2.1, conditions (2.3) and (2.8) guarantee the estimate
U () < |(In = B) | ym(t) for ¢ € I(5),

where

b
Ym(t) = sup{H / |B(8)Col(s, T)m(T)dr|| 1 t < 5 < b} for ¢t € I(9).
In addition, in view of (2.1) and (2.7), we get
[127@)C s (ldr < [ @7 (6)1Cu s 1) gn(r)ldr

S

+ / B (5)[Co (5, 7)] [Em (7) — g (7)

< / & (5)|Clu(5, )| P() = P ()| [a(7)]dr

S
S0

+ BO/<I>_1(T)|q(T) — gm(7)|dT for a <s<so<b

and, therefore, due to (1.11), (2.6) and (2.9), we find
Tm (t) <0 (14 [[pID{ Bol

and
U () <1 (L+ (7)) [|(Zn = B) M| Boll < po for t € I(3).
Now, consider the case for t € [a,b — ].
Due to (2.8), the vector-function z,, satisfies the system
s _
dt
Therefore, using the Cauchy formula, we conclude
O ()2 (t) = L) CL(t, b — 8)2(b — 6)

P.(t) 2+ (Pn(t) — Pu(t)) 2 + &m (1)

O ()Cu(t, ) (Pra(7) = Pu(7)) @(7) - (271 (7)2(7))d7

and by (2.7), we have

’bfzi

((I)‘l (S)Tm (3)) .

< | Boll

b—6
H / [274(1) Cult, ) (am(5) — a(s))lds

327

(2.10)



328 M. ASHORDIA

+|Bol|

| / ) lan(s) ~ a(s) s

for ¢t € [a,b— 4],

whence, taking into account (1.11), (2.1) and (2.7), we conclude

127 )z (O] < [ Bolll| 27" ()2 (b~ )|

+HBoll| [ @ @IPw(r) - PI@r) [0 (0)2(r) s
b—95
b—9
1Bl [ @ @1Par) = . alar] + 120l | (@7 (),

t
b—o

+ [1Boll ‘ /@’1(8)\P*(8)qu(8)—Q(S)Ids

for t € [a,b—4d].

Thus, due to (2.1), (2.6) and (2.10), we find
b—45
wm(t) < pollBoll + I1Bol /wm(T)um(T)dT, for ¢ € [a,b— 4],

where

win(7) = [|@7H(7) | P (1) = Pu(7)| (7).

Therefore, according to the well-known Gronwall’s inequality, we get

b—4§
‘ / Wy (3)ds

U (£) < pol Bl exp (nBon

) for t € [a,b— 4] (2.11)

In addition, by (2.5), we have

[y

| / 7 (D)IP(r) ~ P () (r)ds

< (n+p1)IIBoll for t € [a,b—d].
Hence, owing to (2.11), we have
wm(t) < o1 Boll exp ((n+ p1) | Boll) for t € a,b— ).
Relying on the above and (2.11), due to (2.4), we have
@ () zm(t)]| < e for t eI
Therefore, estimate (1.8) holds uniformly on I. O

| Bol| < || Bo|

\ / |81 (7| P () — P(2)] () |ds

+1Boll

Proof of Theorem 1.2. By the definition of the matrix-function Pj(t), we have p.(t) = 0 if i # k
(i,k=1,...,n).
Consider the case, where i = k (i = 1,...,n). It is evident that
pii(t) —pm‘(t) = —[ ii(t)]f for tel (7, =1,.. .,n).
The Cauchy matrix of system (1.4) has the form

C(t,7) = diag(c1(t,7), ..., cn(t, 7).
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In addition, due to (1.17), it is evident that
ci(t,7) >0 for t,7€1 (i=1,...,n),
whence with regard for (1.14), (1.15), (1.16) and (1.18), we can conclude that conditions (1.11), (1.12)

and (1.13) of Theorem 1.1 are valid. Hence the theorem immediately follows from Theorem 1.1. O

Proof of Corollary 1.1. In view of (1.19), we have

t_to Hi

T =10

O<Ci(t,7') S

for (t—to)(r—to) >0 (i=1,...,n). (2.12)

So, evidently, the functions

ha(t) = |t — t;

Mio(i=1,...,n) (2.13)

satisfy inequalities (1.14), where by = 1.
In addition, with regard to (2.12) and (2.13), from (1.20), (1.21) and (1.22), it follows that conditions
(1.16), (1.17) and (1.18) hold true. Therefore, according to Theorem 1.2, inclusion (1.9) holds. O

Corollaries 1.2 and 1.3 follow immediately from Theorem 1.2, since under the conditions of these
corollaries the conditions of Theorem 1.2 are fulfilled (for the proof, see [5]).

Proof of Theorem 1.3. For each natural m, consider the system

% = PL(t) -y + () for tel. (2.14)

Due to (1.10) there exists 7o €]0, 1] such that r(B) < 1, where B = B + 19By Ty xn-

Let us show that, for each sufficiently large m, the matrix-function P and the vector-function
q;, satisfy, respectively, conditions (1.11) and (1.12) for constant matrix B, where C, is the Cauchy
matrix of system (1.4).

Indeed, due to (1.24) we have

b—
H /@71(5)|P:;l(5) — P(s)|®(s)ds|| < mno for t e I()) (2.15)

for each sufficiently large m.
On the other hand, in view of (1.11) and (1.12) we have

H 7|c*(t,5)<p1(5)|%(5) — P(s)|®(s)ds

< H b/|c*<t7s>|<1>-1<s>|P;<s> — P(s)|®(s)ds

N H 7|c*<t,s>|¢1<s>P;<s> ~ P(s)|®(s)ds
.

< ®(t) Bo +®(t)B

/ 1(s)| Py (s) — P(s)|B(s)ds

t

for each sufficiently large m and, therefore, thanks to (2.15) we conclude that, without loss of generality,
for every natural m,

< ®(t)B for t € I().

H7 |C.t, 9)|®7(s)| Pri(s) = P(s)|@(s)ds
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Similarly, we show that
b—
lim /H_l(t) C.(t,T)g,(T)dr|| =0

t—b
t

for each natural m.
So, according to Theorem 1.1, system (2.14), under the condition

lim (®7(t) y()) = 0,
t—b
has the unique solution y,, for every m and

lim @7 (t) (ym () — 2o(t))[| = 0 (2.16)
m——+o0
uniformly on I (here the value of the left hand equals 0 at the point b).
On the other hand, it is not difficult to verify that xz,, is a solution of system (1.3) if and only if the
vector-function y,, (t) = Hyp, (t)x., (t) is a solution of system (2.14) for each natural m. In addition, by
(1.23) and the equality

O (Ham(t) = (D71 (1) H,y (D) 7 (E)ym (1)

(m = 1,2,...), the vector-function x,, satisfy condition (1.2) if and only if the vector-function y,,
satisfy the same condition.

So, the vector-functions z,,(t) = H,, (t) ym(t) (m = 1,2,...) will be solutions of problems (1.2),
(1.3), respectively.

Let us show that that condition (1.8) holds uniformly on I.

We have

and therefore,

127 (1) (@m (t) — 2o (E) | < |27 O/ H (ORB) 27 (E) (Y (1) — 20 (1)
+ TN (H, () = L)@@ |27 (H)zo(#)]] for te 1,

because the left side of the inequality equals to 0 for ¢ = b (by definition).
From the estimate, due to (1.23) and (2.16), we conclude that (1.8) holds uniformly on I. Hence
inclusion (1.9) holds. O

Proof of Theorem 1.4. The sufficiency follows from Theorem 1.3.

Let us show the necessity.

Let 6 > 0 be such that the conditions of Lemma 2.1 are fulfilled.

For each m € {0,1,...}, let X,,, (X,,,(a) = I,,) with the columns z,,; (j = 1,...,n) be a funda-
mental matrix of system (1.3) (if m = 0, then under the system we understand system (1.1) on the
interval T).

Due to Lemma 2.1, we have the estimates

1@~ () m (1) < pl| Boll [|27" (s0)@my(s0)|| for b—6 <t <sp<b
G=1,...,nym=0,1,...), (2.17)

where p = ||(I, — B)7!|.
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Passing to the limit as sy — b— in the right-hand side of (2.17), we obtain
127 () 2m; (1)]] < Pl Boll lim sup 127" (s0)2mj (s0)
for b—06<t<bd (j:;,...,n;m:O,l,...).
Therefore
111?5;11[)”‘1)71(75)%]'(75)” < pl|Bol| limsup |27 (s0)2m;(s0)|

so—b

(G=1,...,n;m=0,1,...).
From this, in view of (1.27), we have

limsup | (£)z; ()] =0 (G =1,...,n;m=0,1,...).
t—b

Hence

lim [ (#)xm;®)] =0 (G=1,...,n; m=0,1,...). (2.18)
—

Let H,,(t) = Xo(t) X,,,}(t) (m =0,1,...). It is evident that H,, € ACjoc(I;R™ ") (m =0,1,...).
Let us verify conditions (1.24) and (1.25).
Due to the definition of the matrix-function P, we have

Py (t) = (Xo(t) X, (1) + Xo(t) X, (8) P (1)) X (1) Xg ' (8) = P(1). (2.19)

So, condition (1.24) is valid uniformly on I.
It is clear that the conditions of Corollary 1.4 are fulfilled for the homogeneous systems correspond-
ing to systems (1.1) and (1.3) (m =1,2,...), i.e., when ¢(t) =0,, and ¢, (t) =0, (m=1,2,...).
Now, taking into account (2.18), owing to Corollary 1.4, we get

lim (@71 ()X (t) = @71 (£) Xo(t)) = Onxn (2.20)

m

uniformly on 7. So, condition (1.23) holds.
Moreover, due to (2.20), we have

lim (|07} (1) Hy (09(0) — L[| = lim (|87} (6)X,0 ()X ()9 (1) — L] = 0 (2.21)

m—+ m m——+o00

uniformly on .

Consider now condition (1.25).

Let xy, (m = 0,1,...) be the unique solution of problem (1.3),(1.2). Let yp(t) = Hp(t)zm (1)
(m=0,1,...) be, just as in the proof of Theorem 1.3, the solution of system (2.14).

Due to (1.8), we have

lim (@' (t)zm(t) — @' (t)zo(t)) = 0, (2.22)

m——+00o
uniformly on I.
Moreover, due to (2.21), we have

lim |®7 (&) Hm (£)2(t) — In|| = 0

m——+oo
uniformly on 7. From this and (2.22), by equalities
Ym(t) = () (2 (O Hn(0)®(t) (27 () (t) (m=1,2,...),

we conclude that the function y,, satisfies condition (1.2) if and only if the function z,, satisfies the
same one and, in addition,

lim |7 (t)ym(t) — @~ (t)ao(t)]| = 0

m——+oo

and

lim [|®7(£)2m(t)]] = 0 (2.23)

m——+o0

uniformly on I, where z,, (t) = ym (t) — 2o(t).
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Let

t t

fo(t) = /q;(T)dT (m=1,2,...) and f(t) E/q(T)dT.

a a

Further, due to the formula of integration by parts, we have

fo(t) = /Hm(T)qm(T)dT = /Hm(T) (x’m(T) - Pm(T)xm(T))dT

= Hm(t)xm(t) - HM(a)xm(a) - / (Hvln(T) + HM(T)Hm(T))xm(T)

for tel (m=1,2,...).

Hence, due to (2.19),

t

[ () = Hp ()2 (t) — Hi(a)zm(a) — /P(T) - Ho (7) 2 (7)d7
and “
fm () = f(8) = 2m(t) — /tP(T) zm(T)dr (M =1,2,...)
Therefore a

By this and (1.28), there exists a positive rg such that

127 HE) (fr () = FENI S N12TH ) zm (D + 707" 2l o
for tel (m=1,2,...).

Moreover, in view of (2.23), we conclude that

lim (@ (6)(f5(6) — F()] = 0 (2.24)

m——+oo

uniformly on I. So, we find that condition (1.26) holds uniformly on I.
In addition, by (1.29), there exists r; > 0 such that

b—
H / oL T) P £ (7) = FONdr|| < rysup{]|0~(s) (£, () = F(s)] s 5 € I}

for tel (m=1,2,...).

Consequently, due to (2.24), condition (1.25) holds uniformly on I, as well. O

Theorem 1.4" follows immediately from the proof of the necessity of Theorem 1.4, since we can
choose H,,(t) = Xo(t) X, (t) (m=1,2,...).
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