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HAUSDORFF MEASURE OF NONCOMPACTNESS OF CERTAIN MATRIX

OPERATORS ON ABSOLUTE NÖRLUND SPACES

CANAN HAZAR GÜLEÇ AND MEHMET ALI SARIGÖL

Abstract. The absolute Nörlund spaces
∣∣Nu

p

∣∣
k
, k ≥ 1, have more recently been introduced and

studied by Hazar and Sarıgöl [On absolute Nörlund spaces and matrix operators, Acta Math. Sin.

(Engl. Ser.), 34 (5) (2018), 812-826]. In the present paper, we characterize the classes of infinite ma-

trix and compact operators transforming from
∣∣Nu

p

∣∣
k

into X and obtain some identities or estimates

for the Hausdorff measures of noncompactness, where X is one of the spaces `∞, c and c0.

1. Background, Notation and Preliminaries

A linear subspace of the space w, the space of all (real-- or) complex-valued sequences, is called a
sequence space. We write `∞, c, c0 and φ for the spaces of all bounded, convergent, null sequences and
the set of all finite sequences, respectively. By e(n) and `k (`1 = `) , we denote the sequence whose
only non-zero term is 1 in n-th place for each n ∈ N and the space of all k-absolutely convergent
series, respectively.

Let X, Y be two sequence spaces, A = (anv) be an infinite matrix of complex numbers and An
be the sequence in the n-th row of A, that is, An = (anν)

∞
ν=0 for each n ∈ N. Then, we write

A (x) = (An (x)) , the A-transform of x, if

An(x) =

∞∑
v=0

anvxv

converges for n ≥ 0. If A (x) = (An (x)) ∈ Y for all x = (xv) ∈ X, then A is called a matrix
transformation from X into Y , denoted by A : X → Y, and we also denote the class of such maps by
(X,Y ).

For a sequence space X, the matrix domain XA and the β-dual of X are introduced by

XA = {x ∈ w : A (x) ∈ X} , (1.1)

Xβ = {ε = (εv) ∈ w : Σεvxv converges for all x ∈ X} ,

respectively.
If A = (anv) is an infinite triangle matrix, i.e., ann 6= 0, and anv = 0 for v > n, there exists its

unique inverse [30]. Throughout the paper, k∗ denotes the conjugate of k > 1, i.e., 1/k + 1/k∗ = 1,
and 1/k∗ = 0 for k = 1.

A sequence space X is called a BK- space if it is a Banach space with continuous coordinates
Pn : X → C defined by Pn (x) = xn for n ≥ 0, where C denotes the complex field. Also, a BK- space
X ⊃ φ is said to have AK if every x = (xν) ∈ X has a unique representation x =

∑∞
v=0 xve

(ν) [2].
For example, `∞, c and c0 are BK-spaces according to the norm ‖x‖`∞ = supν∈N |xv| and `k is a

BK-space according to the norm ‖x‖`k =

( ∞∑
v=0
|xv|k

)1/k

, 1 ≤ k < ∞. Moreover, the spaces c0 and

`k have the property AK under their natural norms [13].
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If X ⊃ φ is a BK- space and a = (aν) ∈ w, then we write

‖a‖∗X = sup
x∈SX

∣∣∣∣ ∞∑
v=0

avxv

∣∣∣∣, (1.2)

provided the statement on the right is defined and finite, which is satisfied whenever a ∈ Xβ , where
SX denotes the unit sphere in X, i.e., SX = {x ∈ X : ‖x‖ = 1} [14].

If S and H are subsets of a metric space (X, d) and ε > 0, then S is called an ε-net of H, if, for
every h ∈ H, there exists s ∈ S such that d (h, s) < ε; if S is finite, then the ε-net S of H is called a
finite ε-net of H. ByMX we denote the collection of all bounded subsets of X. If Q ∈MX , then the
Hausdorff measure of noncompactness of Q is defined by

χ(Q) = inf {ε > 0 : Q has a finite ε-net in X} .
The function χ :MX → [0,∞) is called the Hausdorff measure of noncompactness [21].
If X and Y are normed spaces, the set B (X,Y ) states the set of all bounded linear operators

L : X → Y and it is also a normed space to the norm ‖L‖ = supx∈SX ‖L(x)‖Y , where SX is a unit
sphere in X, and we write B (X) = B (X,X) . Further, let X and Y be Banach spaces. Then a linear
operator L : X → Y is said to be compact if its domain is all of X and the sequence (L (xn)) has a
convergent subsequence in Y for every bounded sequence x = (xn) ∈ X. We write C (X,Y ) for the
class of such operators. Studies on the Hausdorff measure noncompactness and compact operators
can be found in [11,13,17–21].

The following results are important tool to compute the Hausdorff measure of noncompactness.

Lemma 1.1 ([13]). Let X and Y be Banach spaces, L ∈ B (X,Y ) . Then the Hausdorff measure of
noncompactness of L, denoted by ‖L‖χ , is defined by

‖L‖χ = χ (L (SX)) ,

and L is compact, if and only if ‖L‖χ = 0.

Lemma 1.2 ([21]). Let Q be a bounded subset of the normed space X, where X = `k for 1 ≤ k <∞.
If Pn : X → X is the operator defined by Pr (x) = (x0, x1, . . . , xr, 0, . . .) for all x ∈ X, then

χ(Q) = lim
r→∞

sup
x∈Q
‖(I − Pr) (x)‖ ,

where I is the identity operator on X.

Also, we need the following known results for our investigations.

Lemma 1.3 ( [13]). Let 1 < k < ∞ and k∗ = k/ (k − 1) . Then we have `β∞ = cβ = cβ0 = `1,

`β1 = `∞ and `βk = `k∗ . Furthermore, let X denote any of the spaces `∞, c, c0, `1 and `k. Then, we

have ‖a‖∗X = ‖a‖Xβ for all a ∈ Xβ , where ‖.‖Xβ is the natural norm on the dual space Xβ .

Lemma 1.4 ([13]). Let X and Y be BK-spaces. Then we have (X,Y ) ⊂ B (X,Y ) , i.e., every matrix
A ∈ (X,Y ) defines a linear operator LA ∈ B (X,Y ) by LA (x) = A(x) for all x ∈ X.

Lemma 1.5 ([7]). s Let X ⊃ φ be a BK-space and Y be any of the spaces `∞, c, c0. If A ∈ (X,Y ) ,
then ‖LA‖ = ‖A‖(X,`∞) = supn ‖An‖

∗
X <∞.

Lemma 1.6 ([25]). Let 1 < k <∞. Then A ∈ (`k, `) if and only if

‖A‖′(`k,`) =

{ ∞∑
v=0

( ∞∑
n=0

|anv|
)k∗}1/k∗

<∞,

and there exists 1 ≤ ξ ≤ 4 such that ‖A‖′(`k,`) = ξ ‖A‖(`k,`) .

Lemma 1.7 ([12]). Let 1 ≤ k <∞. Then A ∈ (`, `k) if and only if

‖A‖(`,`k) = sup
v

{ ∞∑
n=0

|anv|k
}1/k

<∞.
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2. Absolute Nörlund Spaces

Let Σav be an infinite series with the n-th partial sum sn and (un) be a sequence of nonnegative
terms. The series Σav is said to be summable |A, un|k , k ≥ 1, if

∞∑
n=0

uk−1
n |∆An(s)|k <∞, A−1(s) = 0,

where ∆An(s) = An(s) − An−1(s), for n ≥ 0, A−1(s) = 0, [22]. If we take A as a matrix of
weighted mean

(
N, pn

)
(resp., un = Pn/pn) , then the summability |A, un|k reduces to the summabil-

ity
∣∣N, pn, un∣∣k (resp.,

∣∣N, pn∣∣k, [5]), [29]. Further, if un = n for n ≥ 1 and A is the matrix of Nörlund

mean (N, pn), then it is the same as the summability |N, pn|k , k ≥ 1, given by Borwein and Cass [6],
which also includes the summability |C,α|k of Flett [9]. By a Nörlund matrix A = (anv), we mean

anv =

{
pn−v/Pn, 0 ≤ v ≤ n,
0, v > n,

where (pn) is a sequence of complex numbers with Pn = p0 + p1 + · · ·+ pn 6= 0, p0 6= 0, P−n = 0 for
n ≥ 1.

More recently, the space
∣∣Nu

p

∣∣
k

has been introduced as the set of all series, summable by the absolute

Nörlund method |N, pn, un|k for k ≥ 1, i.e.,∣∣Nu
p

∣∣
k

=

{
a = (av) ∈ w :

∞∑
n=1

uk−1
n

∣∣∣∣ n∑
v=1

(
Pn−ν
Pn

− Pn−1−ν

Pn−1

)
aν

∣∣∣∣k <∞}, (∣∣Nu
p

∣∣
1

= |Np|
)
.

Certain matrix operators on this space have been studied by Hazar and Sarıgöl [10] together with
their norms, which is also generalized some known results in [6, 15, 24, 26]. Also, one can see some
related works on sequences and series spaces in [1, 3, 4, 8, 11,16,23,27].

Note that if the matrices T (p) = (t
(p)
nv ) and E(k) = (e

(k)
nv ), 1 ≤ k <∞, are defined by

t(p)nv =


Pn−v
Pn

, 0 ≤ v ≤ n,

0, v > n,
(2.1)

e(k)
nv =


−u1/k∗

n , v = n− 1,

u
1/k∗

n , v = n,

0, v 6= n, n− 1,

(2.2)

respectively, then we may restate
∣∣Nu

p

∣∣
k

= (`k)E(k)oT (p) in view of the identity (1.1), where 1/k∗ = 0

for k = 1 [10]. Further, there exists the inverse matrix S(p) of T (p), since T (p) is triangle matrix. To
obtain the matrix S(p), take p0 as a non-zero. Then there exists a sequence (Cn) such that

n∑
v=0

Pn−vCv =

{
1, n = 0,

0, n ≥ 1,
(2.3)

which gives that

yn =
1

Pn

n∑
v=0

Pn−vxv if and only if xn =

n∑
v=0

Cn−vPvyv,

where Pn = p0 + p1 + · · ·+ pn 6= 0 for n ≥ 1, and so, S(p) = (s
(p)
nv ) is defined by

s(p)
nv =

{
Cn−vPv, 0 ≤ v ≤ n,
0, v > n.

(2.4)

Throughout the paper, for any sequence x = (xv) ∈
∣∣Nu

p

∣∣
k
, we associate the sequence z = (zv) by

z = E(k)oT (p)(x). If we say that T (p) (x) = y, then
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zn = u1/k∗

n ∆yn = u1/k∗

n

n∑
v=1

(
Pn−ν
Pn

− Pn−1−ν

Pn−1

)
xν (2.5)

for n ≥ 1, y−1 = 0. So, it is trivial that x ∈
∣∣Nu

p

∣∣
k
, if and only if z = E(k)oT (p)(x) ∈ `k, and x ∈ S|Nup |k

if and only if z ∈ S`k . In other words, E(k)oT (p) :
∣∣Nu

p

∣∣
k
→ `k is a bijective linear map preserving

norm [10].
Further, we recall that

∣∣Nu
p

∣∣
k

is a BK-space (see [10]) with respect to the norm

‖x‖|Nup |k
=
∥∥∥E(k)oT (p)(x)

∥∥∥
`k
. (2.6)

We require the following notations and lemmas.

Gnv =

n∑
r=v

PrCn−r ; v, n ≥ 0,

D1 =

{
ε = (εv) ∈ w : lim

m

m∑
v=r

εvGvr exists

}
,

D2 =

{
ε = (εv) ∈ w : sup

m,r

∣∣∣∣ m∑
v=r

εvGvr

∣∣∣∣ <∞},
D3 =

{
ε = (εv) ∈ w : sup

m

m∑
r=0

∣∣∣∣∣u−1/k∗

r

m∑
v=r

εvGvr

∣∣∣∣∣
k∗

<∞
}
.

Lemma 2.1.
a) A ∈ (`, c)⇔ (i) limn anv exists, v ≥ 0, (ii) supn,v |anv| <∞.
b) A ∈ (`, `∞)⇔ (ii) holds.

c) If 1 < k <∞, then A ∈ (`k, c)⇔ (i) holds, (iii) supn
∞∑
v=0
|anv|k

∗
<∞.

d) If 1 < k <∞, then A ∈ (`k, `∞)⇔ (iii) holds.
e) If 1 < k <∞, then A ∈ (`k, c0)⇔ (iii) holds, (iv) limn anv = 0, v ≥ 0.
f) A ∈ (`, c0)⇔ (ii) and (iv) holds [28].

Lemma 2.2. Let 1 ≤ k < ∞. If a = (aν) ∈
∣∣Nu

p

∣∣β
k
, then ã = (ãν) ∈ `k∗ for k > 1, and ã ∈ `∞ for

k = 1. Moreover,
∞∑
v=1

avxv =

∞∑
v=1

ãνzv (2.7)

holds for every x = (xk) ∈
∣∣Nu

p

∣∣
k
, where z = E(k)oT (p)(x) is the associated sequence defined by (2.5)

and

ãν = u−1/k∗

v

∞∑
r=v

arGrv. (2.8)

Also, the following result is immediate by Lemma 2.2.

Lemma 2.3. Let (un) be a sequence of nonnegative numbers. Then
∣∣Nu

p

∣∣β
k

= D1∩D3 for 1 < k <∞
and |Np|β1 = D1 ∩D2 for k = 1 [10].

Lemma 2.4. Let ã = (ãν) be defined as in (2.8). Then ‖a‖∗|Nup |k
= ‖ã‖`k∗ for 1 < k < ∞ and

‖a‖∗|Np| = ‖ã‖`∞ for k = 1, where a ∈
∣∣Nu

p

∣∣β
k
.
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Proof. Let 1 < k <∞ and a ∈
∣∣Nu

p

∣∣β
k
. Then by Lemma 2.2, we get ã = (ãν) ∈ `k∗ , and equality (2.7)

holds, and also, by (2.6), x ∈ S|Nup |k
, if and only if z ∈ S`k . So, it follows from (1.2) and (2.7) that

‖a‖∗|Nup |k
= sup
x∈S|Nup |k

∣∣∣∣ ∞∑
v=1

avxv

∣∣∣∣ = sup
z∈S`k

∣∣∣∣ ∞∑
v=1

ãνzv

∣∣∣∣ = ‖ã‖∗`k

and, since ã = (ãν) ∈ `k∗ , by Lemma 1.3,

‖a‖∗|Nup |k
= ‖ã‖∗`k = ‖ã‖`k∗ .

This concludes the proof. �

The proof for k = 1 is similar to the above, so it is omitted.

Lemma 2.5. Let V be a sequence space and (un) be a sequence of nonnegative numbers. If A ∈(∣∣Nu
p

∣∣
k
, V
)
, then F (k) ∈ (`k, V ) , where the matrix F (k) =

(
f

(k)
nv

)
is defined by

f (k)
nv = u−1/k∗

v

∞∑
r=v

anrGrv. (2.9)

Proof. The proof is seen at once by Lemma 2.2. �

Now, we give some lemmas on the operator norms.

Lemma 2.6. Let (un) be a sequence of nonnegative numbers and define the matrix F (k) =
(
f

(k)
nv

)
by

(2.9). If A is in any of the classes
(∣∣Nu

p

∣∣
k
, c0

)
,
(∣∣Nu

p

∣∣
k
, c
)

and
(∣∣Nu

p

∣∣
k
, `∞

)
, then for 1 < k <∞,

‖LA‖ = ‖A‖(|Nup |k,`∞) = sup
n

∥∥∥F (k)
n

∥∥∥
`k∗

,

and for k = 1,

‖LA‖ = ‖A‖(|Np|,`∞) = sup
n

∥∥∥F (1)
n

∥∥∥
`∞
.

Proof. It follows immediately by combining Lemmas 1.4, 1.5 and 2.4. �

Lemma 2.7. Let (un) be a sequence of nonnegative numbers and the matrix F (k) =
(
f

(k)
nv

)
be given

by (2.9).
a) If A ∈ (|Np| , `k) , then for k ≥ 1,

‖LA‖ = ‖A‖(|Np|,`k) =
∥∥∥F (1)

∥∥∥
(`,`k)

.

b) If A ∈
(∣∣Nu

p

∣∣
k
, `
)
, then for 1 < k <∞, there exists 1 ≤ ξ ≤ 4 such that

‖LA‖ = ‖A‖(|Nup |k,`)
=
∥∥∥F (k)

∥∥∥
(`k,`)

=
1

ξ

∥∥∥F (k)
∥∥∥′

(`k,`)
.

Proof. It follows by combining Lemmas 1.4, 1.6, 1.7 and 2.5. �

3. Compact Operators on Absolute Nörlund Spaces

In this section, we characterize the classes
(∣∣Nu

p

∣∣
k
, X
)

and C
(∣∣Nu

p

∣∣
k
, X
)

, and also obtain some

identities or estimates for the Hausdorff measures of noncompactness in these classes, where X is one
of the spaces `∞, c and c0.
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Theorem 3.1. Let (un) be a sequence of nonnegative numbers and let F (1) =
(
f

(1)
nv

)
be given by

f (1)
nv = lim

m

m∑
j=ν

anjGjν , n, v ≥ 0.

a) A ∈ (|Np| , `∞) , if and only if

lim
m

m∑
j=ν

anjGjν exists for each n, v ≥ 0, (3.1)

sup
m,v

∣∣∣∣∣
m∑
r=v

ajrGrv

∣∣∣∣∣ <∞ for each j, (3.2)

sup
n,j

∣∣∣f (1)
nj

∣∣∣ <∞. (3.3)

b) A ∈ (|Np| , c) , if and only if (3.1), (3.2), (3.3) hold and

lim
n
f

(1)
nj exists for each j.

c) A ∈ (|Np| , c0) , if and only if (3.1), (3.2), (3.3) hold and

lim
n
f

(1)
nj = 0 for each j.

Proof. a) A ∈ (|Np| , `∞) , if and only if (anv)
∞
v=0 ∈ |Np|

β
for each n, and A(x) ∈ `∞ for every

x ∈ |Np| . Also, by Lemma 2.3, it is seen that (anj)
∞
j=0 ∈ D1 ∩D2, i.e., (3.1) and (3.2) hold for each

n. To prove the necessity and sufficiency of (3.3), let x ∈ |Np|. Consider the composite operator

E(1)oT (p) : |Np| → ` defined by (2.1) and (2.2). Then it is easy to see that E(1)oT (p) is a bijective

linear operator, since T (p) and E(1) are bijective linear operators (see, [10]). Now, we write z ∈ `,
where T (p) (x) = y and z =

(
E(1)oT (p)

)
(x) , i.e., zn = ∆yn for n ≥ 0, y−1 = 0, and also yn =

n∑
j=0

zj .

Then, it follows from (2.3) and (2.4) that
m∑
v=0

anvxv =

m∑
j=0

(
Pj

m∑
v=j

anvCv−j

)
yj =

m∑
j=0

f̃
(1)
mj zj ,

where

f̃
(1)
mj =


m∑
v=j

anvGvj , 0 ≤ j ≤ m,

0, j > m.

Moreover, if any matrix R = (rnv) ∈ (`, c) , then the series Rn(x) = Σvrnvxv converges uniformly in
n, since, by Lemma 2.1, the remaining term tends to zero uniformly in n, that is,∣∣∣∣ ∞∑

v=m

rnvxv

∣∣∣∣ ≤ sup
n,v
|rnv|

∞∑
v=m

|xν | → 0 as m→∞,

and so we get

lim
n
Rn(x) =

∞∑
v=0

lim
n
rnvxv. (3.4)

Hence, it is easily seen from (3.1) and (3.2) that F̃ (1) =
(
f̃

(1)
mj

)
∈ (`, c), and so, by (3.4), we have

An(x) =

∞∑
j=0

(
lim
m
f̃

(1)
mj

)
zj =

∞∑
j=0

f
(1)
nj zj = F (1)

n (z),

where f
(1)
nj = limm f̃

(1)
mj . This results in A(x) ∈ `∞ for every x ∈ |Np| , if and only if F (1)(z) ∈ `∞ for

every z ∈ ` , which implies that A ∈ (|Np| , `∞) if and only if (3.1) and (3.2) hold, and F (1) ∈ (`, `∞) .
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Also, it follows from Lemma 2.1 that F (1) ∈ (`, `∞) , if and only if (3.3) is satisfied. This concludes
the proof of the part of a).

The parts b) and c) can be proved similarly, so we omit the detail. �

Theorem 3.2. Let k > 1, (un) be a sequence of nonnegative numbers. Define the matrix F (k) =(
f

(k)
nv

)
by

f (k)
nv = u−1/k∗

v

∞∑
j=ν

anjGjν , n, v ≥ 0.

Then

a) A ∈
(∣∣Nu

p

∣∣
k
, `∞

)
if and only if (3.1) holds, and

sup
m

m∑
v=0

∣∣∣∣∣u−1/k∗

v

m∑
r=v

anrGrv

∣∣∣∣∣
k∗

<∞, (3.5)

sup
n

∞∑
ν=0

∣∣∣f (k)
nv

∣∣∣k∗ <∞. (3.6)

b) A ∈
(∣∣Nu

p

∣∣
k
, c
)
, if and only if (3.1), (3.5), (3.6) hold, and

lim
n
f (k)
nv exists for each ν.

c) A ∈
(∣∣Nu

p

∣∣
k
, c0

)
if and only if (3.1), (3.5), (3.6) hold, and

lim
n
f (k)
nv = 0, for each ν.

Proof. a) Let A ∈
(∣∣Nu

p

∣∣
k
, `∞

)
. Then, equivalently, (anj)

∞
j=0 ∈

(∣∣Nu
p

∣∣
k

)β
and A (x) ∈ `∞ for every

x ∈
∣∣Nu

p

∣∣
k
. Also, by Lemma 2.3, it is seen that (anj)

∞
j=0 ∈

(∣∣Nu
p

∣∣
k

)β
, if and only if (anj)

∞
j=0 ∈ D1∩D3

for each n, which is the same as (3.1) and (3.5). To prove the necessity and sufficiency of (3.6), by
considering (2.1) and (2.2), we define the operator E(k)oT (p) :

∣∣Nu
p

∣∣
k
→ `k by(

E(k)oT (p)
)
n

(x) = u1/k∗

n ∆T (p)
n (x).

It is easy to see that a composite function E(k)oT (p) is a bijective linear operator, since T (p) and
E(k) are bijective linear operators (see, [10]). Given x ∈

∣∣Nu
p

∣∣
k
. If we say that T (p) (x) = y and

z =
(
E(k)oT (p)

)
(x) , i.e.,zn = u

1/k∗

n ∆yn for n ≥ 0, y−1 = 0, then we have z ∈ `k, and since the space∣∣Nu
p

∣∣
k

is isomorphic to `k, it follows that x ∈
∣∣Nu

p

∣∣
k
, if and only if z ∈ `k. Further, yn =

n∑
j=0

u
−1/k∗

j zj .

So, considering (2.3), as in the proof of Theorem 3.1, we obtain

m∑
j=0

anjxj =

m∑
j=0

f̃
(k)
mj zj ,

where

f̃
(k)
mj =

u
−1/k∗

j

m∑
r=j

anrGrj , 0 ≤ j ≤ m,

0, j > m.

Furthermore, if any matrix R = (rnv) ∈ (`k, c) , then the series Rn(x) = Σvrnvxv converges uniformly
in n, by Lemma 2.1. In fact, applying Hölder’s inequality to the remaining term, we get∣∣∣∣ ∞∑

v=m

rnvxv

∣∣∣∣ ≤ ( ∞∑
v=m

|rnv|k
∗
)1/k∗( ∞∑

v=m

|xν |k
)1/k
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and the right-hand side of this inequality tends to zero as m → ∞, since x ∈ `k. This means that
the remaining term tends to zero uniformly in n, and so, Rn(x) = Σvrnvxv converges uniformly in n,
which implies

lim
n
Rn(x) =

∞∑
v=0

lim
n
rnvxv. (3.7)

Thus, it is easily seen from (3.1) and (3.5) that F̃ (k) =
(
f̃

(k)
mj

)
∈ (`k, c), and so, by (3.7),

An(x) =

∞∑
v=0

(
lim
m
f̃ (k)
mv

)
zv =

∞∑
v=0

f (k)
nv zv = F (k)

n (z),

where limm f̃
(k)
mv = f

(k)
nv . This gives that A(x) ∈ `∞ for every x ∈

∣∣Nu
p

∣∣
k
, if and only if F (k)(z) ∈ `∞

for every z ∈ `k, which implies that F (k) ∈ (`k, `∞), and so, it follows by applying Lemma 2.1 to the
matrix F (k) for k > 1 that F (k) ∈ (`k, `∞) , if and only if (3.6) holds. This concludes the proof of the
part of a).

Since b) and c) can be proved similarly, so we omit the details.

The following lemma is required to characterize a subclass of compact operators K
(∣∣Nu

p

∣∣
k
, X
)

,

where X is one of the spaces `∞, c0 and c. �

Lemma 3.3 ([19]). Let X ⊃ φ be a BK-space. Then we have:
a) If A ∈ (X, `∞) , then

0 ≤ ‖LA‖χ ≤ lim
n→∞

sup ‖An‖∗X .

b) If A ∈ (X, c0) , then
‖LA‖χ = lim

n→∞
sup ‖An‖∗X .

c) If X has AK or X = `∞ and A ∈ (X, c) , then

1

2
lim
n→∞

sup ‖An − α‖∗X ≤ ‖LA‖χ ≤ lim
n→∞

sup ‖An − α‖∗X ,

where α = (αv) is given by αv = limn→∞ anν , for all ν ∈ N.

By using Lemma 3.3, we establish the following result.

Theorem 3.4. Let k ≥ 1 and (un) be a sequence of nonnegative numbers. Also, define the matrix

F (k) =
(
f

(k)
nv

)
by (2.9).

Then we have:

a) If A ∈
(∣∣Nu

p

∣∣
k
, `∞

)
, then

0 ≤ ‖LA‖χ ≤ lim
n→∞

sup
∥∥∥F (k)

n

∥∥∥∗
`k

(3.8)

and

LA is compact if lim
n→∞

∥∥∥F (k)
n

∥∥∥∗
`k

= 0. (3.9)

b) If A ∈
(∣∣Nu

p

∣∣
k
, c0

)
, then

‖LA‖χ = lim
n→∞

sup
∥∥∥F (k)

n

∥∥∥∗
`k
, (3.10)

LA is compact, if and only if lim
n→∞

∥∥∥F (k)
n

∥∥∥∗
`k

= 0. (3.11)

c) If A ∈
(∣∣Nu

p

∣∣
k
, c
)
, then

1

2
lim
n→∞

sup
∥∥∥F (k)

n − α̃
∥∥∥∗
`k
≤ ‖LA‖χ ≤ lim

n→∞
sup

∥∥∥F (k)
n − α̃

∥∥∥∗
`k
, (3.12)

LA is compact, if and only if lim
n→∞

∥∥∥F (k)
n − α̃

∥∥∥∗
`k

= 0, (3.13)
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where α̃ = (α̃v) is given by α̃v = limn→∞ f
(k)
nv , for all ν ∈ N.

Proof. First, by Lemma 1.1, we point out that (3.9), (3.11) and (3.13) are obtained from (3.8), (3.10)
and (3.12), respectively. Also, since

∣∣Nu
p

∣∣
k
, k ≥ 1 is a BK-space, using parts a) and b) of Lemma 3.3

with Lemma 2.4, we get (3.8) and (3.10), respectively.

Finally, we see that (3.12) holds. In fact, if A ∈
(∣∣Nu

p

∣∣
k
, c
)
, we write F (k) ∈ (`k, c) by using

Lemma 2.5, where A (x) = F (k) (z) for all x ∈
∣∣Nu

p

∣∣
k

and z ∈ `k. So, since `k has AK, from part c) of
Lemma 3.3, we get

1

2
lim
n→∞

sup
∥∥∥F (k)

n − α̃
∥∥∥∗
`k
≤ ‖LF (k)‖χ ≤ lim

n→∞
sup

∥∥∥F (k)
n − α̃

∥∥∥∗
`k
, (3.14)

where α̃ = (α̃v) is given by α̃v = limn→∞ f
(k)
nv for all ν ∈ N.

On the other hand, x ∈ S|Nup |k
, if and only if z ∈ S`k by (2.6). So, it follows from Lemmas 1.1, 1.4

and 2.5 that

‖LA‖χ = χ
(
AS|Nup |k

)
= χ

(
F (k)S`k

)
= ‖LF (k)‖χ . (3.15)

Hence (3.12) is obtained by (3.14) and (3.15), which completes the proof. �

Theorem 3.5. Let F (k) =
(
f

(k)
nv

)
be defined as in (2.9) and (un) be a sequence of nonnegative

numbers. Then we have:
a) If A ∈ (|Np| , `k) , then for 1 ≤ k <∞,

‖LA‖χ = lim
r→∞

sup
v

( ∞∑
n=r+1

∣∣∣f (1)
nv

∣∣∣k )1/k

(3.16)

and

LA is compact, if and only if lim
r→∞

sup
v

∞∑
n=r+1

∣∣∣f (1)
nv

∣∣∣k = 0. (3.17)

b) If A ∈
(∣∣Nu

p

∣∣
k
, `
)
, then for k > 1, there exists 1 ≤ ξ ≤ 4 such that

‖LA‖χ =
1

ξ
lim
r→∞

( ∞∑
v=1

( ∞∑
n=r+1

∣∣∣f (k)
nv

∣∣∣ )k∗)1/k∗

and

LA is compact iff lim
r→∞

∞∑
v=1

( ∞∑
n=r+1

∣∣∣f (k)
nv

∣∣∣ )k∗ = 0.

Proof. a) Let SX = {x ∈ X : ‖x‖ = 1} . Now, from (2.6), we can write that x ∈ S|Np|, if and only if

z ∈ S` for all x ∈ |Np| and z ∈ `. For brevity, we write S|Np| = S and S` = S̄. By Lemmas 1.1, 1.2,
1.4 and 1.7, we have

‖LA‖χ =χ (AS) = χ
(
F (1)S̄

)
= lim
r→∞

sup
z∈S̄

∥∥∥(I − Pr)F (1) (z)
∥∥∥
`k

= lim
r→∞

sup
v

( ∞∑
n=r+1

∣∣∣f (1)
nv

∣∣∣k )1/k

where Pr : `k → `k is defined by Pr (z) = (z0, z1, . . . , zr, 0, . . .) , which completes our assertions.
Also, (3.17) is derived from (3.16) by using Lemma 1.1.
Since part b) is proved easily as in part a) using Lemma 1.6 instead of 1.7, so, we omit the

details. �
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4. M. Başarır, E. E. Kara, On the mth order difference sequence space of generalized weighted mean and compact

operators. Acta Math. Sci. Ser. B (Engl. Ed.) 33 (2013), no. 3, 797–813.
5. H. Bor, B. Thorpe, On some absolute summability methods. Analysis 7 (1987), no. 2, 145–152.

6. D. Borwein, F. P. Cass, Strong Nörlund summability. Math. Z. 103 (1968), 94–111.
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