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ON THE TESTING HYPOTHESIS OF EQUALITY OF TWO BERNOULLI
REGRESSION FUNCTIONS

PETRE BABILUA AND ELIZBAR NADARAYA

ABSTRACT. We establish the limit distribution of the square-integrable deviation of two nonpara-
metric kernel-type estimations for the Bernoulli regression functions. The criterion of testing the
hypothesis of two Bernoulli regression functions is constructed. The question as to its consistency
is studied. The power asymptotics of the constructed criterion is also studied for certain types of
close alternatives.

Assume that random variables Y (V)| i = 1,2, take two values: 1 and 0 with probabilities p; (“suc-
cess”) and 1 — p; (“failure”), ¢ = 1,2, respectively. Assume that the probability of “success” p; is a
function of an independent variable = € [0, 1], i.e., p; = pi(z) = P{Y® = 1| z} (see [2,3,8]). Let ¢;,
j=1,...,n, be points of a partition of the segment [0, 1]:

2j—1 .
t; = o j=1...,n.
Let Yi(l) and Yi(2), i=1,...,n, be mutually independent Bernoulli random variables with

PV ® = 1| t;} = p(t:) and P =01 £} =1 - pi(ts),
i=1,....,n, k=12.

Using the samples Yl(l), ey erl) and Y1(2), . ,Yf), it is required to test the hypothesis

Ho : pi(x) = p2(x) = p(z), = €0,1],

against a sequence of “close” alternatives:

Hip :pi(e) = p(x), pa(z) = p(z) + anu(z) + o(an),

where «,, tends to 0 in a suitable way, u(x) # 0, z € [0, 1], and the third term is o(c,,) uniformly with
respect to = € [0, 1].

The problem of comparison of two Bernoulli regression functions may appear in some applications,
e.g., in the quantum bioanalyses carried out in pharmacology. In this case, z is a dose of medicine
and p(z) is the probability of efficiency of the dose z [3,6].

To test the hypothesis Hy we use the statistic:

1 N ~ 2
T, = 3 nb,, / [pln(:r) - an(‘TE)} pi(m) dx
Q,(7)

2

1
:inbn / [p1n(2) = pan(2)]” da,
Qp (1)
Qu(r) = [rbu 1 = 7b,], 7 >0,
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where

_ - T —t; i .
Pin(x) = (nby,) IZK(TJ)Y; ) i=12,

pale) = () SO K (2 ).

K () is a distribution density, b, — 0 is a sequence of positive numbers, and p;, () is a kernel estimate
for the regression function [6,9].

We assume that the kernel K(z) > 0 is chosen so that it is a function with bounded variation
satisfying the following conditions: K(x) = K(—z), K(x) =0 for |x| > 7 > 0 and

/K der =1,

By H(7), we denote the class of such functions.
We also introduce the following notation:

1 . ~ 2
T = L b, / [Pin () — Pon(2)]? de,
Qn(T)
ﬁin(x) = Pm(@ - Epm($), 1=1,2.

It is clear that

T7(l1) H, Jr o 252Q71a H, = L Z €igjQij,

nb
" 1<i<ji<n

€i = €15 — €24, Ek —Y-()—pk(t,, k=12, i=1,...,n,
b7l
(

Qij = Un(tit;),  Un(u,v) = K x_“)K(x_”)dx.
Qn (1)

It is easy to see that

n

(7 — - E
Un ( n ka an 0_ ZI(E &; )QH?
A, =ETY, ¢2=VarH de Z d;Q%,

di:d(ti):Varai, i:l,...,n,
g = an,g”, k=2,...n, &M =0, ¢ =0, k>n,

(n) _ Ei€jQij (n) _
i ﬁ, ‘Fk —0'(61,...76k),
ie., ]_.]gn) is a o-algebra generated by random variables €1, ..., and f(n) (2,9Q) in what follows,

for simplicity, we use the notation f,(cn), ngb) and fén) instead of &, n;; Fr.
Lemma 1. The stochastic sequence (&, Fi)k>1 is a martingale difference

Lemma 2 ([7]). Let K(z) € H(7) and p(z), 0 < & < 1, be a function of bounded variation. If

nb, — oo, then
SR e
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[ (e s o),

uniformly with respect x, y € [0, 1], where v; € N U{0}, i =1,2,3.

Lemma 3. Let K(z) € ( ) p(z) € CY0,1] and let u(z) be a continuous function on [0,1]. If

nb? — oo and oy, = n=1/2p, " , then, for the hypothesis Hy,
1
blo? — o%(p) = 2/p2(x)(1 —p(x))? dx / K2(z)dx (1)
0 |z| <27
and
b2 (A, = A(p) = O(b)/?) + Oanb, */?) + O(nbl/Q)’ (2)
where '

1
A, =ET{, Alp)= /p(x)(l —p(x)) de / K*(u)du, K=K %K,
0 |z|<T
and * denotes the operation of convolution.

The following statement is true:

Theorem 1. Let K(z) € H(7) and p(x),u(x) € C[0,1]. If nb? — oo and o, = n=12b, 1% then,
for the hypothesis Hyy,,

by AT, — Ap))o(p) % N(a,1),

where A(p) and o®(p) are defined in Lemma 3, 245 denotes the convergence in distribution, N(a,1)
is a random wvariable having normal distribution with parameters (a,1), and

alp) 0/1u2(x) dx

T, =TV + LV 4+ L2

Proof. We have

where

L = b, / 10 (@) — Pon(@)] [Epin(x) — Epan(2)] de,

Qn(T)
1 2
Lg) =3 nby, / [Epln(x) - Ean(x)] dx.
Qn(T)

By virtue of Lemma 2, we conclude that

1
e = Lt [ (L [a(2
" 0

Qp (1)

)dt+0<nbn)}2da:. (3)

Since [””1;1 , bi] D [—7,7] for all z € Q,(7), it follows from (3) that

bo12L2 = ~ ppl/2a? / UK u(@ — b t)dt+0( )] de. (4)

Qn(r) -7
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Further, since u(z) € C*[0, 1], in view of (4), we get
1
b, 2L — % / u’(t) dt. (5)
0
We now show that

b2 £y .

Thus, we have

) 1 _
b 2L = Lt/ / Bin (@) (Ep1n(z) — Epan(z)) da

Qn(7)
bt W 7@
o [ Ba)(Bpin(a) - Bpaal@) do =10 + 1. (0
Q, (1)
It is clear that
(1) 2 1/2
E[I(V| < (E(I{V)?)
1 291/2
=5 nbl/? [E( / P1n(z) (Epin(z) — Epon(z)) dx) }
Qn (1)

= ;nb,l/Q{ / cov (p1n(21), P1n(%2)) (Epin(21) — Epan(w1))
ﬁn(T)

1/2
X (Epin(x2) — Epan(a2)) das dﬂ?z} s (1) = Qp(7) X Q7).

It is easy to see that

cov (pln($1)7p1n($2))
= ﬁ ZK(l&b— ti)K(be— ti)m(ti)(l ——
nli=1 n n

By virtue of Lemma 2, we find

cov (p1n(21), p1n(z2))
1

_ n—lb;?/K<xlb; =) K (F Jpr () (1= pi () du+ O((nbln)Q)'

0

Hence,

1 1
W) <1 4172 L
E|IV| < 5 nb,; { [nb2

ﬁn(T)

x/K (=) K (P21 () (1~ pa () s+
0

by, (nb1 )2 }

1/2
X (Epln(l"l) - Epzn(xl)) (Epln(m) - Ep2n(562)) dry dil?z}

< e/ b 2, = cs — 0,

n oy,
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because )
Vna, = ) 73— o0

(2)

Therefore, L(l ) B Similarly, we prove that Iy £ o.

By using (6), we get
b 2L £y, (7)
To prove the theorem, it remains to show that
T’r(zl) - An
el N N(0,1).
Un
We have
T’r(Ll) - An
On

— KT(LU + K7(12)7

where
( ) Z(‘S - EE )Qn
K® = =1
Z S 2nb,on

We now show that Kr(bz) — 0. Indeed,

Var(K?) = (2nb,0,) QZVCWE2 2

(2nbooa) Z(Zpk (1= P [L - (01— )] ) @

Since Qi < c4bn, by to? — 02(p) as n — oo, this yields

1
Var(K?) < ¢s nby,

Thus, K2 25 0.
We now prove that KV AN (0,1). To this end, we show that it is possible to apply Corollaries
2 and 6 of Theorem 2 in [4]. It is necessary to check the validity of conditions imposed in these
statements and guaranteeing the asymptotic normality of a square-integrable martingale difference
and to take into account the fact that, according to Lemma 1, the sequence {{, Fr }r>1 is, in fact, a
square-integrable martingale difference.
n

It is easy to see that Ef,f = 1. The asymptotic normality of K,gl) is realized whenever
k=1

S B[l =€) | Faa] 0 (8)
k=1
and .
> a5 (9)
k=1
as n — oo. In [4], it is proved that, under the conditions

P
sup & — 0
1<k<n

and (9), condition (8) is also satisfied.
Note that, for £ > 0, we have

P{ sup [&x| > 5} < 5*4ZE§;§.
k=1

1<k<n
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Hence, by virtue of relation (11) presented in what follows, in order to prove
KM 45 N(0,1)
it remains to check the validity of condition (9). To this end, it suffices to show that

n 2
E(Zfi—l) —0 as n — o0
k=1

n
ie., since > E£ =1, we get

k=1
B(Y &) =Y B2 Y B 1
k=1 k=1

1<k1<k2<n

We now prove (10). Taking into account the definitions of 7;; and &, we obtain

> EBG =00+ 17,

k=1
where
1)
Ir(L (nby)* 4ZE5’CZE5 jk>
In =
3
2) _ 2 2 2
D) LT LE
n nk: 2 i#£j
Since

Qij < cobn, B2 <8Zpk (1= () [1 = 3pi(t;) (1= pa(t)] < 4,
k=1

Ee? <=, |EE)| < Zpk ) (1 = pr(ty)) [(1 *Pk(tj))Q eri(tj)} <1

N |

and b, 102 — o%(p), we find
1 1
M —of —— (2 — o —
1 =0(Gay) 1 =0(5)

n
ZE@? — 0 for n — oo.
k=1
Further, it follows from the definition of &; that

Hence,

1 2 3 4
&.&, =B, + B3, +BY, +BY

where
B’(i)]€2 = O'Q(kl)()'g(kg), B]Ef)kg = 02(](?1)01([62),
B’(:l’)]€2 = 0'1(]%‘1)0’2(]472), B]Ej)kz = Ul(kl)dl(k'g),
k—1
o)=Y mikmk o2(k) =D mh
1<i#j<k—1 i=1
Therefore,

4
2 Y EG&, =) AY,
=1

1<k;<ka<n

(10)



ON THE TESTING HYPOTHESIS OF EQUALITY OF TWO BERNOULLI REGRESSION FUNCTIONS

where _ ‘
AD=2 S EBY, . i=1234
1<k <k2<n

(

We now consider An3). By using the definition of 7;;, we can easily show that EB;

A® = 0.
We now estimate Ag). We have
ki—1
1
2
‘EBlil)lcz| = bpon ) Z EelEe} Ee;, Q% QikyQryky |-
nYn l:1

Since Ele}| <1 and Q;; < cgby,, we get

ki —1

(2)
|EBk1k2| S Cg )4 .

(noy
Further, since
> (ki=1)=0@?) and b7'ol — 0% (p) > 0,

1<ki1<k2<n
we obtain ,
n 1 1
AP < ¢ =c :O(—)
| n ‘ =~ 7 TL4O'$L 7 nb%(b;lff%)z nb%

We now establish that Ag,l) — 1 as n — oo. It is clear that
1) _ 1) _ o 2
AV =2 > EB, =5"+5P,
1<ki<ka<n

where
ki—1 ko—1

sW=2 > (Y Ei) (X Bk,
j=1

1<ky<ko<n  i=1

ki—1 ko—1
s =2 ¥ mal - Y (X mi) (X Bi) )
j=1

k1<ko k1<ka =1

It follows from the definition of o2 that

n k—1
s =123 (Y i)
k=2 i=1
Furthermore,
n k—1 2 b4n3 1
2 n _
Z(ZE”) = 8 (b, )iod (mg)
k=2 i=1

This yields

Further, we show that ST(?) — 0. The quantity ST(LQ) can be rewritten in the form

k1—1 k1—1
S =2 5 | X covlut ) + 2 conl )|

ki<ko - i=1 i=1

It is easy to see that

1
COV(Uizkl,??iQkQ) = O( )

44
niop
However, since

> (ki —1) =0,

1<ky <ka<n

141

, = 0 and, hence,

(12)

(13)
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we conclude that

1 1
(2) = _— =
Sn O(na;‘;) O(nb%)' (15)
Hence, according to (14) and (15), we find

AW = 1+O(nb2) (16)

Finally, we show that Asfl) — 0 as n — oco. By using the definition of 7;; and the inequalities
Qij > 0 and

1
EE? =d(t;) < 50
we obtain
4
EBl(cl)k2 4 Z Ensiy Miky Nsko Mtkeo
1<t<s<ki—1
cs
S L apigt Z Q sty Qtrer Qsien Qs -
nIn 1<t<s<k;—1
Thus,
AN < Apikss
n n? 40.% k; 1R2
where

1
Aike = 3 > Quky Qui Quks Quiy-

1<t<s<k;—1
At the same time,

S A Y (%ithlQ%)g.

k1<ko k1,ka=1 t=1
Therefore,

n

AD <oy D [/ /K(w—bjkl)K(y—bjm)

ka=1 Q(7) Q, (1)
1 — T —x; Y — Ty 2
- K( )K( ) dz d ) . 17
X~ ; 5 ) dwdy (17)
Further, in view of Lemma 2, it follows from (17) that

wegn 1 S ] e

0 Q, (1)

xK(xl;u)K(yb_u> dudmdy} +0o( 1172) (18)

n

In relation (18), we now apply Lemma 2 once again. This yields

11

1 1
A(4) < bii‘l ////wn(ulaw)wn(ulvvl)
0 0 0 O

Xd)n(UQ, ’Ul)l/in (UQ, UQ) dU1 dUQ dU1 d’UQ, (19)

where

Yn(z,y) = (tb_nx)K<tb_ny) dt.

P
=
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We now estimate the integral in (19). Since [Z=1, bl} D [—7,7] for all z € Q,(7), we get

n

1
/¢n w1, v2) Y (U1, v1) duy
)

_ / K(t;n”)K(Z;n 1)K2(zb;t) dt dz
Qn(7)
< cl:bfN Ky =K+ K, Qu(1)=Qu(1) x Qu(7).

Hence,

nan n

1 1 1
1 1
Agl) S Cl4 b 1 ///an ’UQ,'Ul 'LZJn ’LLQ,’UQ) d’LLQ dUl d’UQ + O(nb2 ) (20)
0 0 O

Further, in a similar way, we derive the following result from (20):

by, b, 1
) < 1o —Of—
AL Sers gyt o b2) O(bi(bglaﬁ)Q) + O(nb;z;)
:O“)+O(m) (21)
Combining relations(12), (13), (16) and (21), we conclude that
2 Y E§&, — L

1<ky <ka<n

In view of relation (11), this yields that

E(é{%—lf — 0 for n — oo.

Hence,

(1)
L =8 4, N(0,1). (22)

On

Further, by using the representation T,, = PRy SO L53>, Lemma 3 and relations (5), (7), and (22)
/ u2 )dz, 1)

we get
bnl/Q(T U(pA)( )> : ( 0

Theorem 1 is proved. O

1

Corollary 1. Let K(u) € H(7) and p(x) € C1[0,1]. If nb%2 — oo, then the following relation is true
for the hypothesis Hy:

b (T = A(p))o ™ (p) <= N(0, 1), (23)
As an important application of Corollary 1, we construct a criterion for the testing of a simple

hypothesis Hy of equality of two Bernoulli regression functions p;(x) = pa(z) = p(x), where the
function p(x) is completely defined. The critical domain is determined by the inequality

Ty > dn(0) = A(p) + 0,20 (p) N
where ®(A,) =1 — a and ®()) is the standard normal distribution.

Corollary 2. Let K(u) € H(t) and p(x),u(x) € C'0,1]. If nb? — o and o, = n=12p, 1% then
the local behavior of the power Py, (T, > dn(«)) has the form

A(u)
Py, (T, > dn(a)) — 1 — <I></\a -5 )
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where

Au) =

DN | =

1
/uQ(:c) dz > 0.
0

We now assume that p(z) is not defined by the hypothesis (i.e., we testing a composite hypothesis).

In this case, it is impossible to apply inequality (1) directly. First, it is necessary to replace the
unknown parameters A(p) and o2(p) appearing in (23) by certain estimates A, and &2, respectively.
As the estimates A(p) and o%(p), we take the following statistics:

/)\n(m)dx / K?(z)dz,
Qn(7) || <7

o2 =2 / 22 (2) dx / K2(z)dz,

Qn(7) lz|<27

A,

1

An(@) = 5 [Po(@) (P(@) = P1a (@) + pon(@) (pu(@) = p2n(@))]-

We now show that B
b 2B — Ap)) =20, 52 0%(p). (24)
Indeed, since

1
pale) = 1+0( )
uniformly with respect to x € Q,(7) and |pin ()| < c16, ® € [0,1], 7 = 1,2, we find
b,"*E|A, — A(p)]
o\ 1/2
< 017bn1/2|: / (E(pln(.’ﬂ) - Epln(x)) ) dx
Qi (7)

+ / (E<P2n($) - Epzn(x))Q)l/Q di’?}

Qn (1)

+by 1/ / |Epin(2) — p(x)| d + b, '/ / | Epan(z) — p(x)| da.
() Qn(7)

Further, by using Lemma 2 and taking into account the facts that p(z) € C*[0,1] and [£-1
[—7,7] for all z € Q,(7), we immediately conclude that

b;1/2E|En - A(p)|

Scmb’:w{ / Lblbnbln/K2<xz;u)p(“><1—p(U))du+O<(nbln)z)r/2

Qn (1) 0

+O(bn) + o(nlbn)} = o(ﬁ) +OMY?) + o(ﬁ).

Hence, b;1/2(5n — A(p)) 0. Similarly, we can show that 52 £, 52 (p).

] D

Theorem 2. Let K(z) € H(t) and p1(z) = p2(z) = p(x) € C*[0,1]. If nb? — oo, then, as n — oo,
b, (T, — An)a, -5 N(O,1).

The proof follows from (23) and (24).
Theorem 2 enables us to construct an asymptotic criterion for the testing of the composite hy-
pothesis
Hy: pi(x) =p2(z), = €][0,1].
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The critical domain for the testing of this hypothesis is given by the inequality
Tn > dn(a) = A, + b, 25,00, ®(Na) =1—a. (25)
Now let us investigate the asymptotic property of criterion (25) (i.e., the behavior of the power
function as n — o).

Theorem 3. Let K(z) € H(7), p1(x),p2(z) € C*0,1]. If nb2 — oo, then

’Vn(plva) = PH1 (Tn 2 jn(a)) — 1
as n — co. Any pair (p1(z),p2(2)), 0 < pi() <1, pi(z) € C[0,1], i = 1,2, such that py(x) # pa(x)

at at least one point x, x € [0,1]. is an alternative of the hypothesis Hj .
Proof. Denote

T, = 5o [ (Bra(o) = Bon(0)” do

Qpn
Din () = pin(z) — Epin(x), i=1,2.
By analogy with (1), (2) and (24), we can readily show that the following is true for the hypothesis H;
1
b, on — 0% (p1,p2) = 2/d2(x) dx / K2(2) de,

0 |z| <271

~ P P T
072L — 02(1717172)7 ATL — A(plap?)a ET” — A(plva)a

: (26)
A(p1,p2) = /d(a:) dx / K?*(z)dx,
0 o<
12
d(z) = 5 > o)1 - pi(2))
k=1
Further, in view of Lemma 2 and the fact that [”“'b_nl , ﬁ] D [—7,7], x € Q,(T) we obtain
/ (Epln (x) — Epgn(nc))2 dx
Q.
T , 1
- / /K(t)(pl(x — bu(w) = pala = bu(u)))*du ) do + O( ).
Qn - "
According to the condition p (), p2(x) € CH[0, 1], we get
1
2 2 1
/ (Epin(z) — Epon(2))” do = / (p1(z) — p2(2))” dz + O(by,) + O(W> (27)
Qn 0 "
By using (26) and (27), after simple transformations, we find
T,—ET,
Vn(P1,p2) = Pr, [
On
1
> —nbl/? (/ (p1(z) — pg(os))2 dz + op(l))] . (28)
0

Finally, since
(T, — ET,)o;' -5 N(0,1)
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(the proof of this statement is similar to the proof of (22)) and nby/? — 00, it follows from (28) that
Yn(p1,p2) — 1 as n — oo. O
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