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AN OPTIMAL CONTROL PROBLEM FOR HELMHOLTZ
EQUATIONS WITH BITSADZE–SAMARSKĬI BOUNDARY

CONDITIONS

D. DEVADZE AND V. BERIDZE

Abstract. The paper deals with optimal control problems whose be-
havior is described by Helmholtz equations with Bitsadze–Samarskĭı
nonlocal boundary conditions. The theorem about a necessary and
sufficient optimality condition is given. The existence and unique-
ness of a solution of the conjugate problem are proved. A numerical
method of the solution of an optimal problem by means of the Math-
cad package is presented.

îâäæñéâ. êŽöîëéöæ àŽêýæèñèæŽ ëìðæéŽèñîæ éŽîåãæï ŽéëùŽêŽ
ßâèéßëèùæï àŽêðëèâĲæïŽåãæï ĲæûŽúâ-ïŽéŽîïçæï ŽîŽèëçŽèñîæ ïŽ-
ïŽäôãîë ìæîëĲâĲæå. éëõãŽêæèæŽ åâëîâéŽ ëìðæéŽèëĲæï Žñùæ-
èâĲâèæ áŽ ïŽçéŽîæïæ ìæîëĲâĲæï öâïŽýâĲ. áŽéðçæùâĲñèæŽ öâñôèâ-
Ĳñèæ àŽêðëèâĲæï ŽéëêŽýïêæï ŽîïâĲëĲŽ áŽ âîåŽáâîåëĲŽ. ûŽîéë-
áàâêæèæŽ Mathcad-æï ïŽöñŽèâĲæå ëìðæéŽèñîæ éŽîåãæï ŽéëùŽêæï
Žéëýïêæï îæùýãæåæ éâåëáæ.

Introduction. Nonlocal boundary value problems are a very interesting
generalization of classical problems and at the same time they are obtained
in a natural manner when constructing mathematical models of real pro-
cesses and phenomena in physics, engineering, sociology, ecology and so on
[1]–[3]. The Bitsadze–Samarskĭı nonlocal boundary value problem [4] arose
in connection with mathematical modeling of processes occurring in plasma
physics. Intensive studies of Bitsadze–Samarskĭı nonlocal problems [5] and
its various generalizations began in the 80s of the last century [4]–[8].

The present paper deals with optimal control problems whose behav-
ior is described by Helmholtz equations with Bitsadze–Samarskĭı nonlocal
boundary conditions. Necessary optimality conditions are established by
using the approach worked out in [9], [11] for controlled systems of general
type. To investigate the conjugate problem we use the algorithm reduc-
ing nonlocal boundary value problems to a sequence of Dirichlet problems.
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Bitsadze–Samarskĭı problem, optimal control, optimality condition.



48 D. DEVADZE AND V. BERIDZE

Such a method makes it possible not only to solve the problem numerically,
but also to prove the existence of its solution [5].

In the paper: the Bitsadze–Samarskĭı boundary value problem for Helm-
holtz equations is considered. An optimal control problem is stated for a
nonlocal boundary value problem with an integral quality test. A theorem
about a necessary and sufficient optimality condition is formulated. The
existence and uniqueness of a solution of the conjugate problem are proved.
A numerical method is presented for solving an optimal problem by means
of the Mathcad package.

1. Statement of the Optimal Control Problem. Let G be the rec-
tangle, G = [0, 1] × [0, 1], Γ be the boundary of the domain G, 0 <
x0 < 1, γ0 = {(x0, y) : 0 ≤ y ≤ 1}, γ = {(1, y) : 0 ≤ y ≤ 1},
a(x, y), b(x, y), c(x, y), d(x, y) ∈ Lp(G), p > 2, 0 ≤ q(x, y) ∈ L∞(G).

Let U be an arbitrary bounded set from R. Every function ω(x, y) :
G → U will be called a control. The set U is called the control domain. A
function ω(x, y) is called an admissible control if ω(x, y) ∈ Lp(G), p > 2.
The set of all admissible controls is denoted by Ω.

For each fixed ω(x, y) ∈ Ω in the domain G let us consider the following
Bitsadze–Samarskĭı boundary value problem for Helmholtz equations:

∂2u

∂x2
+

∂2u

∂y2
− q(x, y)u = a(x, y)ω(x, y) + b(x, y), (x, y) ∈ G,

u(x, y) = 0, (x, y) ∈ Γ \ γ,

u(1, y) = σu(x0, y), 0 ≤ y ≤ 1, 0 < σ < 1.

(1.1)

The solution of the problem (1.1) exists, is unique and belongs to the

space W 2
2(G) ∩

◦
W 1

2(G).
We consider the functional

I(ω) =
∫∫

G

[
c(x, y)u(x, y) + d(x, y)ω(x, y)

]
dx dy (1.2)

and state the following optimal control problem: Find a function ω0(x, y) ∈
Ω, for which the solution of problem (1.1) gives functional (1.2) a minimal
value. A function ω0(x, y) ∈ Ω will be called an optimal control, and the
corresponding solution u0(x, y) an optimal solution.

Theorem. Let ψ0 be the solution of the adjoint problem

∂2ψ

∂x2
+

∂2ψ

∂y2
− q(x, y)ψ = −c(x, y), (x, y) ∈ G \ γ0,

ψ(x, y) = 0, (x, y) ∈ Γ,

∂ψ(x+
0 , y)

∂x
− ∂ψ(x−0 , y)

∂x
= σ

∂ψ(1, y)
∂x

, 0 ≤ y ≤ 1.

(1.3)
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Then for (u0, ω0) to be optimal it is necessary and sufficient that the prin-
ciple of minimum

inf
ω∈U

[
d(x, y) + a(x, y)ψ0(x, y)

]
ω =

[
d(x, y) + a(x, y)ψ0(x, y)

]
ω0 (1.4)

be fulfilled almost everywhere on G [10].

2. Existence and Uniqueness of a Solution of the Conjugate Prob-
lem. We write a solution of the conjugate problem (1.3) in the form ψ =
w + w∗, where w∗ is the solution of the Dirichlet problem

∂2w∗

∂x2
+

∂2w∗

∂y2
− q(x, y)w∗ = −c(x, y), (x, y) ∈ G,

w∗(x, y) = 0, (x, y) ∈ Γ,

(2.1)

and w is the solution of the nonclassical boundary value problem

∂2w

∂x2
+

∂2w

∂y2
− q(x, y)w = 0, (x, y) ∈ G \ γ0,

w(x, y) = 0, (x, y) ∈ Γ,

∂w(x+
0 , y)

∂x
− ∂w(x−0 , y)

∂x
= σ

∂w(1, y)
∂x

+ σ
∂w∗(1, y)

∂x
, 0 ≤ y ≤ 1.

(2.2)

As is known [12], problem (2.1) has a unique solution that belongs to the

space W 2
2(G) ∩

◦
W 1

2(G). Therefore it remains for us to investigate problem
(2.2). To this end, we consider the iteration process

∂2wk+1

∂x2
+

∂2wk+1

∂y2
− q(x, y)wk+1 = 0, (x, y) ∈ G \ γ0,

wk+1(x, y) = 0, (x, y) ∈ Γ,

∂wk+1(x+
0 , y)

∂x
− ∂wk+1(x−0 , y)

∂x
=

= σ
∂wk(1, y)

∂x
+ φ(y), 0 ≤ y ≤ 1, k = 0, 1, 2, . . . ,

(2.3)

where φ(y) = σ ∂w∗(1,y)
∂x , w0(x, y) is the initial approximation which can be

assumed to be equal to zero. Let z(k)(x, y) = w(k+1)(x, y)−w(k)(x, y), then
from equalities (2.3) we obtain

∂2zk

∂x2
+

∂2zk

∂y2
− q(x, y)zk = 0, (x, y) ∈ G \ γ0,

zk(x, y) = 0, (x, y) ∈ Γ,

∂zk(x+
0 , y)

∂x
− ∂zk(x−0 , y)

∂x
=

= σ
∂zk−1(1, y)

∂x
, 0 ≤ y ≤ 1, k = 1, 2, 3, . . . .

(2.4)
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In the Space W 2
2(G\γ0)∩

◦
W 1

2(G) problem (2.4) is equivalent to the following
problem [13], [14]

∂2zk

∂x2
+

∂2zk

∂y2
− q(x, y)zk = −σδ(x0 − x)

∂zk−1(1, y)
∂x

, (x, y) ∈ G,

zk(x, y) = 0, (x, y) ∈ Γ, k = 1, 2, 3, . . . ,

(2.5)

where δ(x0 − x) is the Dirac function. Let us introduce the notation

f(x, y) = −σδ(x0 − x)
∂z(k−1)(1, y)

∂x
.

Since f(x, y) ∈ W−1
2 (G), the solution of problem (2.5) exists, is unique and

belongs to the space
◦

W 1
2(G) [12]. Moreover, if G(x, y, ξ, η) is the Green’s

function of problem (2.5), then the solution can be represented as follows

z(k)(x, y) =
∫∫

G

σG(x, y, ξ, η)δ(x0 − ξ)
∂z(k−1)(1, η)

∂x
dξ dη =

=

1∫

0

σG(x, y, x0, η)
∂z(k−1)(1, η)

∂x
dη. (2.6)

Furthermore, taking the property of the Green’s function into account [13],

[14], from equality (2.6) it follows that z(k)(x, y) ∈ W 2
2(G \ γ0) ∩

◦
W 1

2(G),
hence we define the trace of the function ∂

∂x (z(k)(1, y)) which belongs to
the space W

1/2
2 (0, 1). Thus, using (2.6) we can write

∂z(k)(1, y)
∂x

=

1∫

0

σ
∂G(1, y, x0, η)

∂x
· ∂z(k−1)(1, η)

∂x
dη. (2.7)

Next, using the Cauchy–Bunyakovsky inequality, from equality (2.7) we
obtain

1∫

0

[∂z(k)(1, y)
∂x

]2

dy ≤

≤ σ2

1∫

0

1∫

0

[∂G(1, y, x0, η)
∂x

]2

dx dy ·
1∫

0

[∂z(k−1)(1, η)
∂x

]2

dη. (2.8)

Denote

θ = σ
∥∥∥∂G(1, y, x0, η)

∂x

∥∥∥
L2([0,1]×[0,1])

,
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then from (2.8) we obtain the estimate
∥∥∥∂z(k)(1, y)

∂x

∥∥∥
L2[0,1]

≤ θ
∥∥∥∂z(k−1)(1, y)

∂x

∥∥∥
L2[0,1]

. (2.9)

Let σ < 1/‖ ∂
∂x (G(1, y, x0, η))‖, then θ < 1 and estimate (2.9) implies

that the series
∞∑

k=1

∂
∂x (z(k)(1, y)) converges. This means that the sequence

{∂w(k)(1,y)
∂x

}
converges, where

∂w(k)(1, y)
∂x

=
k−1∑

i=0

[
∂w(i+1)(1, y)

∂x
− ∂w(i)(1, y)

∂x

]
+

∂w(0)(1, y)
∂x

in the norm of the space L2[0, 1]. Therefore equality (2.6) implies the con-

vergence of the series
∞∑

k=1

z(k)(x, y), and thereby the convergence of the

iteration sequence {w(k)(x, y)}:
lim

k→∞
w(k)(x, y) = w(x, y),

where w(x, y) ∈ W 2
2(G \ γ0) ∩

◦
W 1

2(G). Further it is not difficult to prove
that the function w(x, y) is the solution of problem (2.2).

Let us prove the uniqueness of the solution. Assume that w1(x, y) and
w2(x, y) are two generalized solutions of problem (2.2). Then their difference
z(x, y) = w1(x, y)− w2(x, y) is the solution of the problem

∂2z

∂x2
+

∂2z

∂y2
− q(x, y)z = 0, (x, y) ∈ G \ γ0,

z(x, y) = 0, (x, y) ∈ Γ,

∂z(x+
0 , y)

∂x
− ∂z(x−0 , y)

∂x
= σ

∂z(1, y)
∂x

, 0 ≤ y ≤ 1.

(2.10)

By the same reasoning as above we obtain z(x, y) = 0. We have thereby
proved the existence and uniqueness of the solution of problem (1.3).

3. Numerical Method of the Solution of an Optimal Control Prob-
lem by Means of the Mathcad. The scheme of the solution of an optimal
control problem is as follows:

- to find a solution ψ0(x, y), we first solve the adjoint problem (1.3);
- using the function ψ0(x, y) from (1.4), we construct the optimal

control ω0(x, y);
- to find an optimal solution u0(x, y), we solve problem (1.1).

As we have shown, a solution of the adjoint problem can be written in the
form ψ = w+w∗, where w∗is the solution of the Dirichlet problem (2.1), and
w is the solution of the nonclassical boundary value problem (2.2). For the
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solution of problem (2.2) we consider the iteration process (2.3). Problem
(2.3) is equivalent to the following problem

∂2wk+1

∂x2
+

∂2wk+1

∂y2
− q(x, y)wk+1 =

= δ(x0 − x)
(
σ

∂wk(1, y)
∂x

+ φ(y)
)
, (x, y) ∈ G,

wk+1(x, y) = 0, (x, y) ∈ Γ, k = 0, 1, 2, . . . ,

(3.1)

where φ(y) = σ ∂w∗(1,y)
∂x , w0(x, y) is the initial approximation.

For the solution of problem (1.1) we consider the iteration process

∂2uk+1

∂x2
+

∂2uk+1

∂y2
− q(x, y)uk+1 = a(x, y)ω + b(x, y), (x, y) ∈ G,

uk+1(x, y) = 0, (x, y) ∈ Γ \ γ,

uk+1(1, y) = σuk(x0, y), 0 ≤ y ≤ 1, 0 < σ < 1, k = 0, 1, 2, . . . .

(3.2)

To obtain a numerical solution of problems (3.1) and (3.2), at each iter-
ation step we use the built-in function relax(a, b, c, d, e, f, u, rjac) in
the Mathcad [15], [16].

The function relax returns the square matrix, where the position of an
element in the matrix corresponds to its position inside the square domain,
while the value corresponds to an approximate solution at this point.

The arguments of the function relax are as follows:
a, b, c, d, e are square matrices of one and the same size, containing

the coefficients of a differential equation. In particular, for a Helmholtz
equation the coefficients are ai,j = bi,j = ci,j = di,j = 1, ei,j = −4 − qi,j ,
where qi,j are the values of q(x, y) in the respective node inside the square
domain;

f is a square matrix containing the values of the right-hand part of the
equation in the respective node inside the square domain;

u is a square matrix containing the boundary values of the function at
the domain edges, and also the initial approximation of the solution in the
interior nodes of the square domain;

rjac is the parameter controlling the relaxation process convergence. It
may vary in the range from 0 to 1, but an optimal value depends on the
particulars of the problem.
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