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ON THE GEOMETRY OF CURVES AND FUNCTIONS

G. BARSEGIAN

Abstract. This survey presents some comparatively recent author’s
results related to large classes of curves, real and complex functions.
The ideas, methods and problems come from our preceding studies
related to Gamma-lines. However, they also touch other topics in
pure mathematics: integral geometry, Nevanlinna-Ahlfors theories in
complex analysis, and Hilbert problem 16 (part 1) in the real algebraic
geometry. Also, the results in Section 3 can be considered as certain
assertions in different fields of physics.

îâäæñéâ. ûŽîéëáàâêæè éæéëýæèãŽöæ àŽáéëùâéñèæŽ Žãðëîæï Ĳë-
èëáîëæêáâèæ öâáâàâĲæ ûæîåŽ, êŽéáãæè áŽ çëéìèâóïñî òñêóùæ-
ŽåŽ òŽîåë çèŽïâĲæï öâïŽýâĲ. àŽêãæåŽîâĲñèæ æáââĲæ áŽ éâåëáâĲæ
ïŽåŽãâï æôâĲï Žãðëîæï Žáîæêáâè àŽéëçãèâãâĲöæ àŽéŽ-ûæîâĲæï öâ-
ïŽýâĲ. ŽéŽãâ áîëï êŽöîëéöæ àŽêýæèñèæŽ ûéæêáŽ éŽåâéŽðæçæï ïýãŽ
ïŽçæåýâĲæù æïâåæ, îëàëîæùŽŽ: æêðâàîŽèñîæ àâëéâðîæŽ, êâãŽê-
èæêŽ-Žèòëîïæï åâëîæŽ, ßæèĲâîðæï éâ-16 ìîëĲèâéŽ êŽéáãæè Žè-
àâĲîñè àâëéâðîæŽöæ. êŽöîëéæï éâ-3 ìŽîŽàîŽòöæ àŽêýæèñèæŽ ïŽçæ-
åýâĲæ òæäæçæï ïýãŽáŽïýãŽ áŽîàæáŽê.

1. Point-Domain Inequality

In what follows D is a domain with piecewise smooth boundary ∂D,
D̄ := D ∪ ∂D; S(D) is the area of D, l(∂D) is the length of the boundary
∂D.

First, we give an inequality which can be equally attributed to geometry
and analysis.

Let z1, z2, . . . , zn be a finite set of arbitrary complex numbers lying in a
domain D, m1, m2, . . . ,mn a set of arbitrary positive numbers. Denote by
dist(zν , ∂D) the distance between the points zν and ∂D.

Point-domain inequality (announced in [9]):
n∑

ν=1

mνdist(zν , ∂D) ≤ 1
4

∫∫

D

∣∣∣∣
n∑

ν=1

mν

z − zν

∣∣∣∣dσ. (1.1)
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Taking z1 = z2 = · · · = zn = 0, m1 = m2 = · · · = mn = 1 and D := {z :
|z| < 1} we have

n∑
ν=1

mνdist(zν , ∂D) = n,
1
4

∫∫

D

∣∣∣∣
n∑

ν=1

mν

z − zν

∣∣∣∣dσ =
π

2
n,

so that (1.1) gives asymptotically correct growth when n →∞.

2. Complex Functions

2.1. An inequality for the derivatives of arbitrary meromorphic
function in a given domain. In what follows we denote by D a bounded
domain with piecewise smooth boundary whose intersection with any line
consists of finite number of intervals.

Theorem 2.1 ([11], section 4). For any meromorphic function f in D̄
and any integer k ≥ 1,

∫∫

D

∣∣∣∣
f ′(z)
f(z)

∣∣∣∣ dσ ≤
∫∫

D

∣∣∣∣
f (k+1)(z)
f (k)(z)

∣∣∣∣ dσ +
kπ

2
l(∂D). (2.1)

For any collection of pairwise different points aν , ν = 1, 2, . . . , q,
q∑

ν=1

∫∫

D

∣∣∣∣
f ′

f − aν

∣∣∣∣ dy dx ≤
∫∫

D

∣∣∣∣
f (k+1)

f (k)

∣∣∣∣ dy dx +
kπ2q

ρ

∫∫

D

|f ′| dy dx+

+
kπ

2
l(∂D), (2.2)

where ρ is the minimal distance between the aν ’s.

Sharpness. For function f(z) = exp z in the disk |z| < r we have∫∫
D

∣∣∣ f ′(z)
f(z)

∣∣∣ dσ = 2πr2,
∫∫
D

∣∣∣ f(k+1)(z)
f(k)(z)

∣∣∣ dσ = 2πr2 and l(∂D) = 2πr so that

the ratio of the left and the right sides in (2.1) tends to 1 when r → ∞.
This means that (2.1) is asymptotically sharp when r →∞.

Clearly (2.2) is an analogue of Nevanlinna theorem. The case k = 1 was
considered in [4].

2.2. An equality (invariance) for arbitrary meromorphic function
in a given domain. A complement to the Ahlfors theory of cover-
ing surfaces and a geometric interpretation of deficient values. For
a given meromorphic in D function w(z) and a given complex values a we
make use well known characteristics: n(D, a) is the number of a-points of w
in D (with counting multiplicities), A(D) is Ahlfors-Simizu characteristic,
L(D) is the spherical length of w(∂D), that is A(D) := 1

π

∫∫
D

|w′|2
(1+|w|2)2 dσ

and L(D) := 1
2π

∫
∂D

|w′|
1+|w|2 ds. Also we need the following
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Definition. Let w(z) be a meromorphic function in D̄ and a ∈ C.
Assume (for simplicity) that w(z) does not have any multiple points and
a-points on the boundary ∂D. Consider the part of the boundary {w(z) :
z ∈ ∂D}, which is over the disk |w − a| < 1 for a 6= ∞ and over |w| > 1 for
a = ∞. This set is a union of a collection of curves γa. We denote by 2πνγa

the increment of arg (1/ (w(z)− a) on γa, in the case when a 6= ∞, and the
increment of arg w(z) in the case when a = ∞. Further, we denote

ν(D, a) = ν(D, a, w) =
∑

(γa)

[νγa ]′ ,

where [x]′ is the entire part of x and the sum is taken over all γr. We will
refer ν(D, a) as number of windings around a.

Theorem 2.2 ([4], see also [5], Section 2.2). For any meromorphic func-
tion w(z) in D̄ non admitting multiple points and a-points of w on the
boundary ∂D we have

ν(D, a) + n(D, a) = A(D) + hL(D), (2.3)

where |h| < h(a) = const < ∞.

Comment 2.1. A complement to the Ahlfors theory. Here we
assume that the reader is familiar with the key notations and results of
Nevanlinna value distribution theory [20] (1920 s) and Ahlfors theory of
covering surfaces [1] (1935). Obviously (2.3) reflects an invariance (with
respect to a) analogous to the first fundamental theorem of Nevanlinna,
that is m(r, a) + N(r, a) + T (r) + O(1). In [1] Ahlfors obtained his first
fundamental theorem, that is µ(D,G) + n(D, G) = A(D) + hL(D), where
G is a domain occurring instead of a. Also he discusses in [1] (see also [20],
chapter 13) why his result (for the domains G) does not lead to an invariance
of type (2.3) (for the value a). He mentions that when G tends to a point a
the magnitude n(D, G) tends to n(D, a), however, the magnitude µ(D, G)
become meaningless for G tending to a. Thus, one needs to introduce a new
characteristic which could play in Ahlfors theory a role analogous to that of
Nevanlinna approximation function m(r, a). Thus we can see that ν(D, a)
fulfills a role of similar characteristic and respectively (2.3) plays a role of
the first theorem in Ahlfors theory for the values a.

Comment 2.2. A geometric interpretation of deficient values.
In the case of meromorphic functions in the complex plane the deficiencies
in Nevanlinna and Ahlfors theories are defined, respectively, as lim inf

r→∞
m(r,a)
T (r)

and lim inf
r→∞

µ(Dr,G)
A(Dr) , where Dr := {z : |z| < r}. Naturally, the number of

windings leads to the following geometric deficiency : δ̄(a) := lim inf
r→∞

ν(Dr,G)
A(Dr) .

It plays quite a similar role and we can, at least in qualitative reasonings,
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think on deficiencies in terms of ν(Dr, a). We see that ν(D, a) is of essen-
tially different nature than µ(D,G) or m(r, a): while, say the magnitude
m(r, a) operates with the closeness of the values w(∂Dr) to the value a
the magnitude ν(Dr, a) operates with the number of windings of the curve
w(∂Dr) around this value a. Thus, this observation permits us to interpret
all the results related to the deficiencies in terms of the windings.

2.3. Gamma-lines: an inequality for arbitrary meromorphic func-
tion in a given domain. For a given complex function w(z) in a given
domain D and for a given curve Γ we call Γ-lines the preimages w−1(Γ)
in D.

Obviously, the concept of Gamma-lines generalizes two concepts widely
studied in pure and applied mathematics: a-points of complex functions
w(z) (that is w−1(a)) and level sets of real functions u(x, y) (that is the set
of solutions of u(x, y) = const), which can clearly be considered as Γ-lines
of complex functions w = u + iv when Γ := {w : Im = 0}.

For Gamma-lines are valid some assertions analogous to that of the main
results in Nevanlinna and Ahlfors theories, see [5]. Moreover, Gamma-lines
have led to the so-called proximity property which reveals a new property
related to the geometric distribution of a-ponts and, in addition, implies the
key results in Nevanlinna-Ahlfors theories related to the number of a-points.

Here we present only one of these results in the spirit of the second
fundamental theorem of Nevanlinna related to the length of Gamma-lines
of arbitrary meromorphic function.

Denote
ν(Γ) = V arz∈ΓαΓ(z),

where αΓ(z) is the angle between the tangent to Γ at the point z ∈ Γ and
the real axis.

Theorem 2.3 (see [5], chapter 4). Let w(z) be a function meromorphic
in D̄ and let Γν , ν = 1, 2, . . . , q, be a collection of some disjoint bounded
Jordan curves with continuous tangent satisfying ν(Γν) < ∞. Then

q∑

i=1

L(D, Γν) ≤ K

∫∫

D

∣∣∣∣
w′′

w′

∣∣∣∣ dσ+h(Γ1, . . . , Γq)
∫∫

D

|w′|
1 + |w|2 dσ+

+
√

2l(∂D), (2.4)

where K is an absolute constant and h(Γ1, . . . , Γq) is a constant depending
only on Γ1, . . . , Γq.

Comment 2.3. For meromorphic functions in the complex plane, the
second and the third terms in the right hand side in (2.4) “are small” and
we are able to estimate the first integral in terms of Ahlfors characteris-
tics A(D, w). This permits to derive ( a new type) deficiency relations for
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Gamma-lines which, in turn, leads to other deficiency relations related to
Gelfond’s magnitudes, Nevanlinna problem on the singularity of Riemann
surfaces and proximity property of a-points of meromorphic functions (see
[5], chapter 4).

2.4. “Universal value distribution”: for arbitrary meromorphic
function in a given domain. Some purely geometric results analogous
to the second fundamental theorems in the classical Nevanlinna and Ahlfors
theories are revealed. These analogs are valid for arbitrary analytic (mero-
morphic) functions in given domains unlike the classical studies that are
valid only for some known subclasses of functions that have “equidistribu-
tions”(see [12]).

The zeros of complex functions, generally their a-points, play a pivotal
role in pure and applied mathematics. They are studied in the classical
Nevanlinna value distribution theory [20] and Ahlfors theory of covering
surfaces [1], see also [20], chapter 13. These theories have had an essential
influence on many branches of mathematics. Meantime both these theories
(the one analytical the other one metric-topological) work properly only
for those classes of functions that have “equidistributions”: meromorphic
functions in the complex plane as well as in the disks but provided that the
corresponding characteristic functions grow rather strongly.

As to the most applicable case, for arbitrary meromorphic functions in a
given domain, we had no theory and, moreover, no idea whether there are
general value distribution type regularities in this case, see open problem’s
collection [6].

Surprisingly, a similar regularity has been obtained long ago (1981) in
[4], but it was stated there as an auxiliary result (Lemma 1) and only for
the functions in the disks. In this paper we present the general case. Also
the results in [4] were not expounded as some generalities in the complex
analysis. We do it in this paper.

It is easy to notice that the mentioned classical theories have no even
appropriate characteristics to solve a similar problem. To see this let us
take a function w(z) which is meromorphic in the closure D̄ of a given
domain D with smooth boundary ∂D. Ahlfors theory covers more large
classes of functions so that it is enough to consider the question in this
case. Ahlfors theory works with the spherical area A(D) of w(D), with the
spherical length L(D) of w(∂D) and with the number n(D, a) of a-points
of w (taken with counting multiplicities) in D. Taking now the simplest
function w = zn/n in the disk D(1) := {z| |z| < 1} we observe that for
”enough large” n the magnitudes A(D(1)) and L(D(1)) are as small as we
please and the magnitude n(D(1), 0) is as large as we please. This means
that that the magnitudes A, L and n can not be evaluated in terms of each
other. Thus, to describe value distribution of analytic functions in the given
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domains, in other words, to describe n(D, a) for a prescribed set of values
a, we should deal with another set of characteristic functions or we should
make use of an additional characteristic along with A and L.

The role of such a characteristic play the following magnitudes:

K(D) :=
1
2π

∫

w(∂D)

|k(s)|ds,

where k(s) is the curvature of the curve w(∂D).
In this paper we show that the above problem can be solved in terms

of this geometrically harmonious triple of characteristics A(D), L(D) and
K(D).

Below D stands for a simply connected domain with the boundary having
continuous curvature.

We prove the following

Theorem 2.4. Let a1, . . . , aq, q ≥ 1, be the set of pairwise different
bounded complex values and w be a meromorphic function in D̄ admitting
no multiple points, poles and a1, . . . , aq-points on ∂D 1. Then

q∑
ν=1

|n(D, aν)−A(D))| ≤ K(D) + h(a1, . . . , aq)L(D), (2.5)

where h(a1, . . . , aq) is a finite positive constant depending on a1, . . . , aq.

Now we show the sharpness of (2.5) and compare this inequality with the
classical results.

Sharpness. The result is asymptotically sharp for the functions in
the given domains (particularly disks) and also for the functions in the
complex plane. First, we consider two standard functions in the complex
plane: the exponential function (entire function) and double periodic func-
tion (meromorphic function). Let us write (1) for these functions in the
disks D(r) := {z| |z| < r} with arbitrary a1, . . . , aq including 0 and ∞. It
is easy to see that the ratio of the left and the right sides in (1) tends to 1
when r → ∞. Thus, the result is asymptotically sharp in the class of en-
tire and meromorphic functions in the plane. To show the sharpness in the
bounded domains, we again consider the function w = zn in the disk D(r).
For r tending to zero we have A(D) and L(D), meantime n(D(r), aν) = n
and K(D) = n so that again (2.5) is asymptotically sharp for q = 1. For
q > 1 we take a1 = 0, . . . , aq = q − 1 and take the function

wk = (z − 0)km1(z − 1)km2 · · · (z − q − 1)kmq

and observe that if Dε is the ε-neighborhood of the interval (0, q − 1) on
x-axis. Then for ε tending to zero and k tending to infinity we have:

1The last assumption is just for simplicity.
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A(D) tends to zero; L(D) = o (km1 + km2 + · · ·+ kmq), when k → ∞;
n(D, aν) = kmν and K(D) tends asymptotically to km1 +km2 + · · ·+kmq.
Consequently, the ratio of the left and the right sides in (2.5) tends to 1
when ε tends to zero and, simultaneously, k tends to infinity. Thus, the
result is asymptotically sharp in this case as well.

Comparison with the classical results and some discussions.The
second fundamental theorem in Ahlfors theory asserts: for any set of pair-
wise different complex values a1, . . . , aq, q ≥ 3, we have

q∑
ν=1

[A(D)− n(D, aν)] ≤ 2A(D) + h1(a1, . . . , aq)L(D), (2.6)

where h1(a1, . . . , aq) is a positive and finite constant depending on a1, . . . , aq.

First, let us pay attention to the very important circumstance that in
(2.5) we deal with the modules |n(D, aν)−A(D))|, meantime in (2.6) with
the difference A(D) − n(D, aν). Due to this circumstance, the inequality
(2.5) is meaningful and describes the distribution of the a-points for any
function in D. Let us compare this with (2.6). It is well known that (2.6)
describes distribution of the a-points only when L(D) is essentially less than
A(D): corresponding exhausting surfaces (see [1], [20], Chapter 13) are reg-
ularly exhausting. As it was mentioned above, this is so for only those
classes of functions that have “equidistributions”: for instance, for mero-
morphic functions in the complex plane as well as in the disks D(r), but
provided that corresponding characteristic function grows rather strongly.
Ahlfors’ theorem does not work when we have enough powerful set of vales
a1, . . . , aq such that n(D, aν) are essentially larger than A(D). But this is
quite common and important in application case (remember the simplest
example zn/n) when we deal with the functions in arbitrary domains. Cor-
responding Riemann surfaces have a very interesting geometry. They have
one or many neighborhoods of the algebraic branch points that look like
some thin gimlets with many coils, so that K(D) is large and can give up-
per bounds of

∑q
ν=1 |n(D, aν)−A(D)| and consequently can give bounds

of
∑q

ν=1 n(D, aν) since we assumed in this case that A(D) is comparatively
small.

In the case when w is meromorphic in the complex plane Miles showed
[18] that

q∑
ν=1

|A(D)− n(D, aν)| ≤ CA(D) + h1(a1, . . . , aq)L(D), (2.7)

where C is an absolute constant. The same result followed also from our
Theorem 1 in [4].
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3. Real Functions

3.1. On the geometry of level sets of real functions: sharp esti-
mates as well as Nevanlinna type of results for the length, inte-
gral curvature, Hilbert’s ovals, cardinality of the level sets of real
functions.

Introduction: the geometry of the level sets in terms of rota-
tional variational characteristic.

In what follows we denote by D the domain whose boundary ∂D is a
piecewise smooth curve of finite length. Denote by Ω̄ the closure of Ω.

Assume that u(x, y) ∈ C1(D̄) (∈ C2(D̄)) and |gradu| 6= 0 in D̄. Similar
functions we denote by u(x, y) ∈ C̃1(D̄) (∈ C̃2(D̄)).

The level set γ(A) of similar functions, that is the set γ(A) := {(x, y) ∈
D̄ : u(x, y) = A}, A ∈ R consists of smooth curves.

Notice that the number (cardinality) of level sets of real functions u (that
is solutions of u = A) plays a role quite similar to that of the number of
a-points of complex functions w (that is solutions of w = a). We will study
particularly this cardinality for large classes of functions. Remember that in
the particular case, when we deal with polynomials P (x, y) the cardinality
was widely studied in the frame of the Hilbert problem 16 [17]: “to study
the number, form and positions of connected components” of the polyno-
mials. Thus, in fact we study this problem in a much more general setting:
for large classes of real functions. Moreover, we also study the geometry of
these level sets. For a given set Ψ ⊂ D̄ we give bounds for: the integral∫

γ(A)∩Ψ
Kdl; the length L(Ψ, A, u) :=

∫
γ(A)∩Ψ

dl; the absolute integral cur-
vature T (Ψ, A, u) =

∫
γ(A)∩Ψ

|k|dl, where |k| is the curvature of γ(A); the
cardinality CO(D, A, u) of Hilbert’s ovals, that is the number of maximal
closed connected components of γ(A) ∩ D; the cardinality Cd(D, A, u) in
general case, that is the number of those maximal connected components of
γ(A) ∩D (both closed and non closed) which intersect d ⊂ D.

The results are connected with the integral geometry, Gamma-lines,
Nevanlinna theory, Hilbert problem 16, applied topics, admit different mod-
ifications and make use of various characteristics. Moreover, in some cases
we have a long lists of preceding studies. Respectively, a usual presentation
starting with the references and historical comments would not be optimal
in this case. This is why we prefer to give first a summary of related concepts
and results. This should show demonstrably the interrelations.

Clearly, when we consider the above concepts for a given function u and
different values, say A1, A2, . . . , Aq, the outcomes can be quite different but
they can also be somehow interrelated. The last situation we will refer as
Nevanlinna type phenomena since his known deficiency relation is of the
type:

∑
ν δ(aν) ≤ 2.
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We will give below some sharp inequalities related to the above concepts
and to a given value (level) A. Next, for each concept we will present the
corresponding Nevanlinna type phenomenon dealing with A1, A2, . . . , Aq

2.

Inequalities for a given A in variational terms.
Let X̄(θ) be the oriented straight line (axis) passing through zero and

having direction θ, that is we obtain X̄(θ) by turning the x-axis positively
on the angle θ. We will use notation X(θ) for the coordinate on X̄(θ).
Denote by JX(θ) the oriented straight line composing the angle θ+π/2 with
x-axis and passing through the point on X̄(θ) with the coordinate X(θ).
We will use notation Y (θ) for the coordinate on JX(θ). Denote by (X(θ))
the orthogonal projection of D on axis X̄(θ).

For a given interval ω notation Varωf stands for the variation of function
f on ω. Denoting by β the angle made by the gradient vector of u and by
positive direction of the x-axis, we can define now the following rotational
variational characteristic

VR (D, K, u) :=
1
π

π∫

0

∫

(X(θ))

VarJX(θ)∩D(K sin (β − θ))dX(θ)dθ.

Theorem 3.1 (the integral). For any function u(x, y) ∈ C̃1(D̄), any
continuous function K(x, y)in D̄ and any A ∈ R we have

∫

γ(A)∩D

Kdl +
1
2

∫

γ(A)∩∂D

Kdl ≤ VR (D,K, u) +
2
π

∫

∂D\γ(A)

|K|dl. (3.1)

Theorem 3.2 (the length). For any function u(x, y) ∈ C̃1(D̄) and any
A ∈ R we have

L(D, A, u) +
1
2

L(∂D,A, u) ≤ VR (D, 1, u) +
2
π

∫

∂Dγ(A)

dl. (3.2)

Theorem 3.3 (the absolute integral curvature). For any function
u(x, y) ∈ C̃2(D̄) and any A ∈ R we have

T (D, A, u) +
1
2

T (∂D, A, u) ≤ VR (D, |k|, u) +
2
π

∫

∂D\γ(A)

|k|dl, (3.3)

where k(x, y) stands for the curvature of γ(A∗), A∗ = u(x, y).

2To study the mentioned problems we have introduced four types of characteristics
for a given real function. Some results can respectively be given in different forms de-
pending on a given characteristic. We present here only one version utilizing the so-called
rotational variational characteristic.
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Theorem 3.4 (the cardinality of the Hilbert’s ovals). For any function
u(x, y) ∈ C̃2(D̄) and any A ∈ R we have

CO(D, A, u) ≤ 1
2π

VR (D, |k|, u) +
1

2π2

∫

∂D\γ(A)

|k|dl. (3.4)

Theorem 3.5 (the cardinality in a general case). For any function
u(x, y) ∈ C̃2(D̄) any domain d ⊂ D with ∆ := dist(∂d, ∂D) > 0and any
A ∈ R we have

Cd(D, A, u) ≤ 1
2π

VR (D, |k|, u) +
1
∆

VR (D, 1, u)+

+
2
π

∫

∂D

( |k|
2π

+
1
∆

)
dl. (3.5)

Nevanlinna type phenomenon for A1, A2, . . . , Aq in variational
terms.

The following results are analogs of the second main theorem for Gamma-
lines (which in turn is an analog of the Nevanlinna second fundamental
theorem).

Theorem 3.6 (the integral). For any function u(x, y) ∈ C̃1(D̄), any
continuous function K(x, y)in D̄, any continuous function ω(t) > 0on R
and any real values A1 < A2 < · · · < Aq, 1 < q < ∞ we have

q∑
ν=1

∫

γ(Aν)∩D

Kdl +
1
2

q∑
ν=1

∫

γ(Aν)∩∂D

Kdl ≤ V∗R (D,K, u) , (3.6)

where

V∗R (D, K, u) := VR (D, K, u)+
2
ρ

∫∫

D

|K| |grad u|ω(u)dσ+
2
π

∫

∂D\γ(A)

|K|dl,

ρ = minν

∫ Aν+1

Aν
ω(t)dt.

Theorem 3.7 (the length). Under the same assumptions we have
q∑

ν=1

L(D,Aν , u) +
1
2

q∑
ν=1

L(∂D,Aν , u) ≤ V∗R (D, 1, u) . (3.7)

Theorem 3.8 (the absolute integral curvature). Assuming in addition
that u(x, y) ∈ C̃2(D̄), we have

q∑
ν=1

T (D, Aν , u) +
1
2

q∑
ν=1

T (∂D,Aν , u) ≤ V∗R (D, |k|, u) . (3.8)
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Theorem 3.9 (the cardinality of the Hilbert’s ovals). Under the same
assumptions we have

q∑
ν=1

CO(D, Aν , u) ≤ 1
2π

V∗R (D, |k|, u) . (3.9)

Theorem 3.10 (the cardinality in a general case). Under the same as-
sumptions we have

q∑
ν=1

Cd(D,Aν , u) ≤ 1
2π

V∗R (D, |k|, u) +
1

2π∆
V∗R (D, 1, u) . (3.10)

Comments on connections with different fields of physics. In this
subsection we deal with the level sets of large classes of real functions which
admit several interpretations in different fields of physics: the sets where
velocity, temperature, elasticity, tension, pressure etc. are equal to a given
constant. All the above-given results can be considered as some assertions
in different fields of physics. Indeed, on one hand, the magnitudes (

∫
Kdl,

L, T , Cd) we study admit interpretation (as they describe the geometry of
the above mentioned physical sets). On the other hand, since the above-
mentioned magnitude we estimate in terms of the gradients (occurring in
VR and V∗R) which also admit corresponding physical interpretation. For
instance, applying the results to the velocity function u(x, y) of the given
process, we describe the behavior of the streaming lines of the process in
terms of the gradient gradu. Both components here (the streaming lines
and the gradient) play a crucial role in physics. Thus similar mathematical
result are immediately converted into some assertion in physics.

As one can easily see, Theorem 3.7 here is an analog of Theorem 2.4
related to Gamma-lines. Similar transfer of Gamma-lines type of results
into real analysis can be traces in [7], [10] and [13].

3.2. Rolle type results for real functions of two variables. In what
follows D stands for a domain in the plane (x, y) with piecewise smooth
boundary ∂D of finite length.

In the essential part of this book we study the level sets of rather large
classes of functions u(x, y) in D̄ = D∪ ∂D that is study the sets λ(D̄, u) :=
{(x, y) : u(x, y) = 0} ∩ D̄.

The set λ(D̄, u) we refer as proper level set if λ(D̄, u) implies a set
λ0(D̄, u) such that λ(D̄, u)\λ0(D̄, u) is a union of countably many smooth
curves without singular points and λ0(D̄, u) is a countable set of points in
D̄ which do not admit limit points in D.

First, we consider a narrow class of proper functions in D̄, that is function
u ∈ C1(D̄) for which the set λ(D̄, u) is a proper level set of u and the sets
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λ(D̄, u′s), where u′s are the directional derivatives taken for any direction s,
are the proper level set of u′s

3.
Denote by L(D, u) the total length of all curves belonging to λ(D̄, u); by

L(D, u′s) the total length of curves belonging to λ(D̄, u′s); by l(Γ) the length
of a given curve Γ.

Let X̄(θ) be the oriented straight line passing through zero which com-
poses the angle θ with the positive direction of axis x. Notation s(θ) stands
for the direction θ + π/2.

Inequality A. For any proper function u(x, y) in D

L(D,u) ≤1
2

π∫

0

L
(
D, u′s(θ)

)
dθ +

1
2

l(∂D) ≤

≤ π

2
sup

0≤θ<π
L(D,u′s(θ)) +

1
2

l(∂D). (3.11)

Here and in what follows, under the integrals will be meant the Lebesgue
integrals.

Sharpness. Consider u =
√

1− x2 − y2 in the unit disk. The set of
solutions of u = 0 coincides with the boundary of the disk and the set of
solutions of u′s(θ) = 0 coincides with the diameter of the disk having direction
θ. We have therefore L(D, u) = 2π, L(D, u′s) = 2 for any θ (consequently
sup0≤θ<π L(D, u′s) = 2) and l(D) = 2π. Thus we have equality in the
double inequality (3.11) for this function.

Some analogous, but more particular, inequalities were announced with-
out proofs in [9], [11].

Comment 3.1. Inequality A as a Rolle type result.
One of the key results in real analysis, the Rolle’s theorem, asserts: be-

tween arbitrary two zeros of a real differentiable function of one variable
f(x) there is a zero of f ′(x).

At the early stage of mathematical education we learn that the Rolle’s
theorem is not valid for the functions of several variables. We ask, how could
the possible multivariate analogs of Rolle’s theorem look like? We meet the
essential difference: zeros of functions of several variables are curves, sur-
faces etc. and these functions have directional derivatives (unlike functions
of one variable whose zeros are points in general case and we deal with only
one derivative).

3Notice that the class of proper functions in D̄ is much larger than those we meet in
the majority of preceding studies related to the level sets. For instance, the harmonic
functions in D̄ studied in the real and complex analysis or the polynomials studied in
algebraic geometry belong to C∞(D̄) and admit only a finite number of similar curves
and points.
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Let us consider the Rolle’s theorem in a bit enlarged version: if f has n
zeros on [x1, x2] then f ′ should have at least n−1 zeros on [x1, x2]. The last
statement we can express qualitatively as follows: if f has a “powerful” set
of zeros of f on [x1, x2], then f ′ should also have “powerful” set of zeros.

The power of zeros can also be defined in a multivariate case. A natu-
ral measure for the ”power” of zeros of functions u(x, y) (u′s(x, y)) of two
variables in D̄ is the length L(D, u) (L(D, u′s)).

Inequality A has exactly the same meaning: when u(x, y) has a “power-
ful” set of zeros of u in D̄ (that is if L(D,u) is essentially larger than l(D))
we should have also a “powerful” set of zeros of u′s for at least one value θ
(that is L(D,u′s(θ)) should be large as well). Respectively, this inequality
can be considered as an analogue of Rolle’s theorem for functions of two
variables.

3.3. Nevanlinna type results for real functions of two variables.
In this subsection we present an extended version of the above Rolle type
theorem which is an analog of the second main theorem in Gamma-lines
theory which, in turn, is an analog of the second fundamental theorem of
Nevanlinna theory.

In what follows, we will utilize the notation and definitions of Section 1
and the given constants A1 < A2 < · · · < Aq, q ≥ 1, we denote by C̄1(D̄)
the class of functions u satisfying u−Aν ∈ C̃1(D̄) for any ν = 1, 2, . . . , q.

The results describe the length L(D, u − Aν) of the solutions (zeros)
of u(x, y) = Aν . Notice that in the length L(D, u − Aν) we also take into
account the length of the boundaries of degenerated domains where u ≡ Aν .

In what follows, we will utilize the notation and definitions of Section 1
and denote by C̄1(D̄) the class of functions u satisfying u−Aν ∈ C̃1(D̄) for
Aν , ν = 1, 2, . . . , q ≥ 1.

Theorem 3.11. For arbitrary real numbers A1 < A2 < · · · < Aq, q ≥ 1,
and arbitrary u(x, y) ∈ C̄1(D̄) we have

q∑
ν=1

L(D, u−Aν) ≤1
2

π∫

0

Lθ

(
D, u′s(θ)

)
dθ+

+ C

∫∫

D

|grad u|dσ +
1
2

l(∂D), (3.12)

where C = 0 for q = 1 and C = 1/ρ for q > 1, ρ := minν 6=µ[Aν , Aµ] > 0.

This implies more simple (and more rough) inequalities

q∑
ν=1

L(D,u−Aν) ≤ 1
2

π∫

0

L
(
D, u′s(θ)

)
dθ + C

∫∫

D

|grad u|dσ +
1
2

l(∂D)
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and
q∑

ν=1

L(D, u−Aν) ≤ π

2
sup

0≤θ<π
L(D, u′s(θ)) + C

∫∫

D

|grad u|dσ +
1
2

l(∂D).

Sharpness. The last two inequalities imply inequality (3.11) (for q = 1)
which is sharp.

4. Curves

4.1. A Nevanlinna type inequality and deficiency relation for the
plane curves. Let γ be a curve in the plane (x, y). We can consider it as
a curve in the complex plane x + iy respectively γ := f(t) := f1(t) + if2(t),
t ∈ [0, 1], where f(t) is a complex function of the real argument t. Denoting
by f

(j)
1 (t) and f

(j)
2 (t) the derivatives we say γ := f(t) ∈ F (k), k is an integer

≥ 1, if tangent of the curve γ(j) := f (j)(t) := f
(j)
1 (t) + if

(j)
2 (t) exists and is

continuous in [0, 1] for any j, 1 ≤ j ≤ k + 1, and for any j, 0 ≤ j ≤ k + 1
and any t ∈ [0, 1] we have f (j)(t) 6= 0.

Notice that arg f(t0) means the angle between the x-axis and the vector
connecting 0 and f(t0), while arg f ′(t) means the angle between tangent to
γ at the point f(t0) and the x-axis. Thus, if a is a point on the plane (x, y)
then

R(a, γ) :=

1∫

0

∣∣(arg(f(t)− a))′
∣∣ dt

is the total rotation of γ around this point a. Then we consider the curve
γ(k) := f

(k)
1 (t) + if

(k)
2 (t) and denote by

T (γ(k)) := R(0, γ(k)) :=

1∫

0

∣∣∣∣
(
arg f (k)(t)

)′∣∣∣∣ dt

the total integral curvature of γ(k−1) (or the total rotation of the curve γ(k)

around a = 0).
Denote by l(γ) the length of γ.

Theorem 4.1 (principle of angles and lengths). For any γ := f(t) ∈
F (k), any integer k ≥ 1, any point a

R (a, γ) ≤ T
(
γ(k)

)
+ kπ. (4.1)

For any collection of pairwise different points aν , ν = 1, 2, . . . , q
q∑

ν=1

R (aν , γ) ≤ T
(
γ(k)

)
+

2kπq

ρ
l(γ) + kπ, (4.2)

where ρ is the minimal distance between the points aν .
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The inequalities have simple geometric meaning: the total rotation of γ
around a does not exceed total integral curvature of γ plus π. For k > 1,
T (γ(k)) equals total rotation of the curve γ(k) so that both (4.1) and (4,.2)
admit corresponding interpretations.

The reader familiar with Nevanlinna’s value distribution theory and (or)
with Ahlfors theory of covering surfaces will see an analogy between (4.2)
and the second fundamental theorem in Nevanlinna’s theory; we will discuss
this below.

Sharpness. We consider the case where k = 1. Let γ := f(t), t ∈ [0, 1]
be the segment connecting the points (−1, ε) and (1, ε) in the plane. Then
R(0, γ) is as close to π as we please when we take ε sufficiently small,
meantime T (γ(1)) is equal to zero. Thus, (4.1) cannot be improved.

Assume that our curve γ approaches a circumference by a spiral. Then
the part of γ having N “coils” contributes to both the first and the second
integrals asymptotically as N when N tends to infinity. Thus, the ratio
of the left and the right magnitudes in (1.1) tends to 1 when N tends to
infinity.

The inequality (4.2) is sharp as well. Let γ be the graph of the function
fε :=

√
ε sin 1

t+ε , t ∈ [0, 1], where 0 < ε < 1
2 and take aν = 2(ν − 1),

ν = 1, 2, . . . , q. When ε tends to zero then both the left and the right sides
of (4.2) tend to infinity but their ratio tends to 1.

Let γi ∈ F (1) be a sequence of curves, each satisfying the conditions of
Theorem 1.1, γi ⊂ γi+1, for which T

(
γ(k)

) →∞ when i →∞ and

l(γi)
T

(
γ(k)

) → 0, i →∞. (4.3)

These are bee sequences (frequent excursions on small distances in differ-
ent directions) respectively T is comparatively large and l is comparatively
small. The rotations of γi around aν determines the following magnitude

∆(aν) := lim inf
i→∞

R (aν , γi)
T

(
γ(k)

)

which we refer as deficiency. Inequality (1.2) implies the following

Deficiency relation (for the curves). For any bee sequence of curves
and an arbitrary collection of pairwise different points aν , ν = 1, 2, . . . , q,

q∑
ν=1

∆(aν) ≤ 1. (4.4)

4.2. A particular case: in terms of a real functions of one variable.
Inequalities (4.1) and (4.2) for the curves imply corresponding corollaries
for the real smooth functions of one variable.
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The graph of a real function of one variable ϕ(x) ∈ C1[0, 1] is the curve
γ := f(t) := x + iϕ(x) ∈ F (1), x ∈ [0, 1]. Thus, we can apply the above
theorem to this curve. We give here only application of the inequality
(4.1).With the notation S(u) := u′/

(
1 + u2

)
(the spherical derivative of u)

and aν = (xν , yν) we have

Theorem 4.2. For any ϕ(x) ∈ C1[0, 1],

1∫

0

S

(
ϕ(x)

x

)
dx ≤

1∫

0

S (ϕ′(x)) dx + π. (4.5)

4.3. An identity generalizing the key identity in integral geome-
try. To study level sets of general classes of real functions we had to estab-
lish three mutually connected identities for the integrals

∫
Γ

Kdl for “good”
curves Γ and function K on Γ. The identities are very simple but we did
not see them anywhere else. One of them generalizes the key identity in
integral geometry, the Crofton’s formula, which we obtain taking K ≡ 1.
This identity will be presented below.

Let X̄(θ) be the oriented straight line passing through zero and having
direction θ, that is X̄(θ) := {(x, y) : θ := arctan(y/x)}. We will use
notation X(θ) for the coordinate on X̄(θ). Denote by JX(θ) the straight
line composing the angle θ +π/2 with x-axis and passing through the point
on X̄(θ) with the coordinate X(θ). We will use notation Y (θ) for the
coordinate on JX(θ).

In what follows, a curve means an oriented plane curve. Let Γ be a curve
with continuous tangent and finite length. Thus, we can define the acute
angle δ that composes the tangent to Γ with x-axis. Denote by N(Γ∩JX(θ))
the number of elements of the set Γ ∩ JX(θ). Observe that either these
elements are points (denote them by (X(θ), Yi(θ)), or they are common
parts of Γ and JX(θ), which should be then some intervals on Γ ∩ JX(θ)).

Due to the key identity in integral geometry (Crofton’s formula), for the
above defined curve we have

l(Γ) =
1
2

π∫

0

∫

Γ⊥X̄(θ)

N(Γ ∩ JX(θ))dX(θ)dθ, (4.6)

see [23], formula (3.17).
Now we prescribe to the elements of the set Γ ∩ JX(θ) the weight

ω∗i (X(θ)) = K(X(θ), Yi(θ))| when these elements are points and prescribe
the weight ω∗i (X(θ)) = 0 if these elements are common parts of Γ and JX(θ).
We define a new weight function W ∗

Γ,K(X(θ)) of the variable X(θ) defined
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on Γ ⊥ X̄(θ):

W ∗
Γ,K(X(θ)) :=





N(Γ∩JX(θ))∑

i=1

ω∗i (X(θ))



 .

Theorem 4.3. For any Γ with continuous tangent and finite length and
any continuous function K on Γ we have

∫

Γ

Kdl =
1
2

π∫

0

∫

Γ⊥X̄(θ)

W ∗
Γ,K(X(θ))dX(θ)dθ. (4.7)

Notice that for K ≡ 1 (4.7) implies (4.3).

4.4. An improvement and a complement of the Fáry’s inequality.
We assume that Γ ∈ C2 is an oriented curve so that we can define the
tangential angle β, respectively curvature k(l) at any point l ∈ Γ, and can
define the magnitude

C(Γ) :=
∫

Γ

|k(l)| dl

called usually absolute integral curvature of Γ. The magnitude C(Γ) plays
a crucial role in many pure and applied studies.

The problems we consider are closely connected with the known Fáry’s
inequality (see [15] also book [23], formula (3.26)) which asserts that for
any closed curve Γ∗ ∈ C2

l(Γ∗) ≤ 1
2

diamΓ∗C(Γ∗). (4.8)

This inequality has led to a lot of generalizations for very different objects
in geometry (the Internet shows 11000 citations). The inequality is sharp,
but only when Γ is circumference.

In this section we consider the following problems. Are there similar
inequalities for closed curves that are sharp for rather large classes of curves?
What can be said about non closed case?

Define the following rotational length ∆(Γ) of Γ, that is

∆(Γ) :=
1
2

π∫

0

l(Γ ⊥ X̄(θ))dθ.

Inequality A. For any closed curve Γ∗ ∈ C2 we have

l(Γ∗) ≤ 1
2

diamΓ∗C(Γ∗) + 2∆(Γ∗)− π diamΓ∗. (4.9)

This inequality implies the Fáry’s inequality since 2∆(Γ∗)−πdiamΓ∗ ≤ 0.
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Sharpness. Due to the Identity A below, (2.2) is sharp for any closed
convex curve. This shows that (2.2) improves (2.1) essentially.

Inequality B. For any non closed curve Γ ∈ C2 we have

l(Γ) ≤ 1
2

diamΓC(Γ) + ∆(Γ). (4.10)

Sharpness. This is a rather rough inequality which meantime is sharp
for any segment.

4.5. A new identity for closed convex curves. Now we consider seem-
ingly a much more interesting problem: are there identities involving simul-
taneously the length and the curvature of a given curve?

Clearly, for a given curve we cannot have any identity determined merely
by the length and curvature: some additional notions are needed for that.
It turns out that in the case if we deal with convex curves, similar notion is
∆(Γ).

Saying convex curve Γ we mean that the intersection of Γ with any
straight line consists of at most two elements which can be the points and
the segments, as well.

Identity A. For any convex closed curve Γ∗ ∈ C2 we have

l(Γ∗) =
1
2

diamΓ∗ [C(Γ∗)− 2π] + 2∆(Γ∗). (4.11)

5. The Cardinality and Integral Curvature for the
Polynomials

Let P (x, y) be a polynomial. The cardinality of the level set γ(R2, A, P ) :=
{(x, y) ∈ R2\∞ : P (x, y) = A} is of special interest since it was widely stud-
ied in the frame of the Hilbert problem 16 [17]: “to study the number, form
and positions of connected components” of the polynomials.

Related studies have a long history. Traditionally, the above-mentioned
number “cardinality” was studied in terms of Euler’s characteristics and
Betty’s numbers for the polynomials P (x, y); see the initial, key result by
Petrovskii [21], and then by Petrovskii and Oleynik [22], Thom [24], Milnor
[19].

Much later the cardinality started to play an important role in com-
putations (complexity theory by Smale). Smale and his co-authors Blum,
Cucker and Shub return in [14] to the “natural or deterministic” defini-
tion of the cardinality, more convenient (visible) than the Euler’s char-
acteristics and Betty’s numbers. Notice that for a given regular value
A (means |gradu(x, y)| 6= 0 on γ(R2, A, P )) the set γ(R2, A, P ) consists
of isolated smooth curves (without intersection points in R2\∞) so that
we can determine the maximal connected components γi ∈ γ(R2, A, P ),
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i = 1, 2, . . . , C(A,P ) ≤ ∞ and similarly we can determine maximal closed
connected components (Hilbert’s ovals) oj , j = 1, 2, . . . , CO(A,P ). In these
terms they prove for any regular value A the following key inequality ([14],
p.303)

CO(A,P ) ≤ 1
2

n(P )(n(P )− 1), (*)

where n(P ) is the degree of P , and hence we derive for arbitrary A ([14],
p.307 4)

C(A,P ) ≤ n(P )(2n(P )− 1). (**)

Notice that (*) generalizes known Harnak’s inequality which is a bit
stronger but relates to the irreducible polynomials merely.

Inequality 5.1. For any P (x, y) and any regular value A we have

CO(A,P ) ≤ 1
2

n(P )n′(P ).

where n′(P ) := min[n(P ′x), n(P ′y)].

Inequality 5.2. For any P (x, y) and any regular value A we have

C(A, P ) ≤ 2n(P )n′(P ) + πn(P ).

Clearly Inequality 5.1 implies (*). Moreover, when n′(P ) is essentially
smaller than n(P ) Inequality 5.1 is sharper than (*) and Inequality 5.2 is
sharper than (**).

One can easily see that inequality 3.5 gives far going generalization of
(*) (and consequently of the preceding studies by Petrovskii-Oleynik-Thom-
Milnor) and, in addition, inequality 3.10 connects these studies with Nevan-
linna type results and deficiencies.

Clearly the absolute integral curvature T (A, P ) of γR2(A,P ) is a concept
closely connected with this ring of problems. Surprisingly this concept has
not been studied for the polynomials. We prove

Inequality 5.3. For any P (x, y) and any regular value A we have

T (A,P ) ≤ π

2
[
5n2(P )− (6− π)n(P )

]
.

4On p. 315 in [14] the authors assert that (*) is due to Petrovskii-Oleynik-Thom-
Milnor and of course this is so substantially. However, it should be stressed that (*) does
not cover all the particularities we find in the mentioned works. On the other hand, it
seems that some details in the proofs of (*) are due to the authors of the book. Thus (*)
should not be considered simply as an exposition.
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