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ON THE UNIFORM SOLVABILITY OF BOUNDARY
VALUE PROBLEMS FOR ONE CLASS OF SINGULARLY

PERTURBED REGULAR EQUATIONS

H. G. TANANYAN

Abstract. The boundary value problem (problem Dε) for a linear
differential regular equation Lεu = f with a small parameter ε (ε > 0)
is considered. The sufficient conditions are given on the leading coeffi-
cients of the operator Lε for uniform (with respect to ε) solvability of
the problem Dε, when the operator Lε degenerates (as ε → 0) into a
positive definite operator L0. In addition, the problem of calculating
a minimal degree of a small parameter, as a coefficient of evaluat-
ing monomial in interpolation inequalities, which is reduced to the
solution of canonical problem of minimizing linear programming, is
studied.

îâäæñéâ. êŽöîëéöæ àŽéëçãèâñèæŽ ïŽïŽäôãîë Dε ŽéëùŽêŽ ûîòæ-
ãæ îâàñèŽîñèæ Lεu = f ïæïðâéæïåãæï éùæîâ ε (ε > 0) ìŽîŽéâð-
îæå. Lε çëâòæùæâêðæïåãæï áŽáàâêæèæŽ ïŽçéŽîæïæ ìæîëĲâĲæ, îë-
éèâĲæù àŽêŽìæîëĲâĲâê Dε ŽéëùŽêæï åŽêŽĲŽî ŽéëýïêŽáëĲŽï, îëùŽ
Lε ëìâîŽðëîæ àŽáŽàãŽîáâĲŽ áŽáâĲæåŽá àŽêïŽäôãîñè L0 ëìâ-
îŽðëîŽá, îëùŽ ε → 0. öâïûŽãèæèæŽ éùæîâ ε ìŽîŽéâðîæï éæêæ-
éŽèñîæ ýŽîæïýæï àŽéëåãèæï ìîëĲèâéŽ, îŽù áŽõãŽêæèæŽ éŽéæêæäæ-
îâĲâèæ ûîòæãæ ìîëàîŽéâĲæï çŽêëêæçñîæ ìîëĲèâéæï ŽéëýïêŽäâ.

Introduction

In the present work we prove Gárding’s inequality ([1–3]) for linear differ-
ential regular operators with small parameter in higher derivatives and study
the problem dealing with the uniformly positive definiteness for the opera-
tors. The latter is of great importance in evaluating remainder terms in the
method of a small parameter for singularly perturbed equations (see, for
e.g., [4–6]). Analogous questions for elliptic equations with small parameter
in higher derivatives have been studied by Vishik and Ljusternik [4], while
for pseudodifferential and difference elliptic equations with small parameter
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this problem has been considered by Frank ([7]). Note that Gárding’s in-
equality for semielliptic and regular operators without parameter has been
obtained by Mikhailov in his works [8] and[9].

Throughout the paper, the use will be made of the following notation: N
is a set of natural numbers, N0 ≡ N ∪ {0}, Z is a set of integers, R is a set
of real numbers. For n ∈ N, x = (x1, . . . , xn) ∈ Rn, α = (α1, . . . , αn) ∈ Nn

0 ,
β = (β1, . . . , βn) ∈ Nn

0 , ξ = (ξ1, . . . , ξn) ∈ Rn and M ⊂ Nn
0 we denote

|x| = (
x2

1 + · · ·+ x2
n

) 1
2 , |α| = α1 + · · ·+ αn, α! = α1! . . . αn!,

β ≤ α ⇐⇒ βj ≤ αj (1 ≤ j ≤ n),
(

α

β

)
=

α!
β! (α− β)!

(β ≤ α) ,

αβ = α1β1 + · · ·+ αnβn, ξα = ξα
1 . . . ξα

n ,

M 2 ≡ M ×M ≡ {(α, β) : α ∈ M , β ∈ M } , Dα = Dα1
1 . . . Dαn

n ,

where Dj = ∂
∂xj

(1 ≤ j ≤ n).
For a finite collection of multiindices M ⊂ Nn

0 and domain G ⊂ Rn we
denote

WM
2 (G) ≡

{
f ∈ L2(G) : ‖f‖WM

2 (G) ≡
∑

α∈〈M∪{0}〉
‖Dαf‖L2(G) < ∞

}
,

where 〈M 〉 is a convex hull of the collection M , and by H̊M (G) is denoted
a closure of the set C∞0 (G) with respect to the norm ‖.‖WM

2 (G).
In this work, all functional spaces will be assumed to be real.

1. The Gárding’s Inequality

Let Ω ⊆ Rn, ε ∈ (0, 1) , N ⊂ Nn
0 and N0 ⊆ N be finite collections of

multiindices, and let

Lε≡Lε(x,D)≡
∑

α,β∈N
Dα

(
aα,β(x, ε)Dβ

)
(aα,β(x, ε) 6≡ 0, α, β∈N ) (1.1)

and

L0 ≡ L0 (x,D) ≡
∑

α,β∈N0

Dα
(
aα,β (x, 0) Dβ

)
(aα,β (x, 0) 6≡ 0, α, β ∈ N0)

be linear differential operators with real coefficients defined on Ω× [0, ε].
Denote

R ≡ {
(α, β) ∈ N 2\N 2

0 : |α + β| ≡ 0 (mod 2)
}

,

I ≡ {
(α, β) ∈ N 2\N 2

0 : |α + β| ≡ 1 (mod 2)
}

,

Rε ≡ Rε (x, D) ≡
∑

(α,β)∈R

Dα
(
aα,β (x, ε)Dβ

)
,
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Iε ≡ Iε (x, D) ≡
∑

(α,β)∈I

Dα
(
aα,β (x, ε)Dβ

)
,

Jε ≡ Jε (x, D) ≡
∑

α,β∈N0

Dα
(
(aα,β (x, ε)− aα,β (x, 0)) Dβ

)
.

On the operators L0 and Lε we impose the following restrictions:
I. There exists the constant χ1 > 0 such that

(L0w, w) ≥ χ1

∑

α∈N0∪{0}
‖Dαw‖2 ∀ w ∈ C∞0 (Ω) ; (1.2)

II. (a) the functions aα,β (x, ε) (α, β ∈ N ) are infinitely differentiable on
Ω× [0, ε];

(b) for every α, β ∈ N0 function aα,β (x, ε), as ε → 0, uniformly with
respect to x tends to aα,β (x, 0);

III. for all α ∈ N {γ ∈ Nn
0 : γ ≤ α} ⊆ γ ∈ 〈N ∪ {0}〉;

IV. there exist positive functions bα,β (ε) (α, β ∈ 〈N ∪ {0}〉 \ 〈N0 ∪ {0}〉)
(assume that bα,β (ε) ≡ 1 for α, β ∈ 〈N0 ∪ {0}〉), infinitely differentiable on
(0, ε], such that

(a) the functions aα,β(x,ε)
bα,β(ε) are uniformly continuous with respect to x on

Ω× (0, ε], for (α, β) ∈ R;
(b) there exists the constant κ1 > 0 such that

|aα,β (x, ε)| ≤ κ1bα,β (ε) ∀ x ∈ Ω, ∀ ε ∈ (0, ε], (α, β) ∈ R;

(c) there exists the constant χ2 > 0 such that

Rε (x, iξ) ≡
∑

(α,β)∈R

aα,β (x, ε) (iξ)α+β ≥ χ2

∑

α∈N \N0

bα,α (ε) ξ2α (1.3)

∀ ξ ∈ Rn, ∀ ε ∈ (0, ε];

(d) there exists the constant κ2 > 0 such that

b2
α,β (ε)

bα,α (ε) bβ,β (ε)
≤ κ2 ∀ ε ∈ (0, ε], (α, β) ∈ R ∪I ;

(e) for every pair (α, β) ∈ R ∪I ,

lim
ε→0

b2
α,β (ε)

bγ,γ (ε) bδ,δ (ε)
= 0 ∀ γ, δ ∈ Nn

0 , γ ≤ α, δ ≤ β, γ + δ 6= α + β;

(f) there exists the constant κ3 > 0 such that for all (α, β) ∈ I and
γ, δ ∈ Nn

0 if γ ≤ α, δ ≤ β and γ + δ 6= α + β, then
∣∣Dγ+δaα,β (x, ε)

∣∣ ≤ κ3bα,β (ε) x ∈ Ω, ε ∈ (0, ε];

(g) there exists the constant χ3 > 0 such that
∑

α∈〈N ∪{0}〉
bα,α (ε) ξ2α ≤ χ3

∑

α∈N ∪{0}
bα,α (ε) ξ2α ∀ ξ ∈ Rn, ∀ ε ∈ (0, ε].
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For the sake of brevity of our writing, we assume that ‖.‖ ≡ ‖.‖L2(Ω) and
(., .) ≡ (., .)L2(Ω).

Lemma 1.1. Let the operator Rε satisfy Condition IV(c). Then
(
Rε

(
x0, D

)
u, u

) ≥ χ2

∑

α∈N \N0

bα,α (ε) ‖Dαu‖2

∀ u ∈ C∞0 (Ω) , ∀ ε ∈ (0, ε], ∀ x0 ∈ Ω,

where χ2 is the number from Condition IV(c).

Proof. Follows directly from the estimate (1.3) by virtue of Parceval’s equal-
ity and Fourier transformation. ¤

Lemma 1.2. Let coefficients of the operator Lε of the type (1.1) satisfy
Conditions IV(a) and IV(b) and Condition IV(d) for (α, β) ∈ R. Then
there exists the constant ρ > 0 such that for all u ∈ C∞0 (Ω), whose diameter
of a support is less than ρ, the estimate

(Rεu, u) ≥ χ2

∑

α∈N \N0

bα,α (ε) ‖Dαu‖2 − χ4

∑

α∈N

bα,α (ε) ‖Dαu‖2 (1.4)

∀ ε ∈ (0, ε],

holds; here χ2 is the number from Condition IV(c), and

χ4 ≡ min {χ1, χ2}
4χ3

. (1.5)

Proof. From Condition IV(a) it follows that for any τ > 0 there exists the
constant ρ = ρ (τ) > 0 such that if |x− y| < ρ, x, y ∈ Ω, ε ∈ (0, ε], then
|aα,β (x, ε)− aα,β (y, ε)| < τbα,β (ε).

Let u ∈ C∞0 (Ω) and diameter of the support u is less than ρ, and x0 ∈
supp (u). Assume

R0
ε ≡ Rε

(
x0, D

)
=

∑

(α,β)∈R

Dα
(
aα,β

(
x0, ε

)
Dβ

)
.

Then by the Cauchy-Bunjakovski’s inequality we have

(Rεu, u) =
(
R0

εu, u
)

+
((

Rε −R0
ε

)
u, u

)
=

=
(
R0

εu, u
)

+
∑

(α,β)∈R

∫

supp(u)

[aα,β (x, ε)− aα,β

(
x0, ε

)
]DαuDβudx ≥

≥ (
R0

εu, u
)− τ

∑

(α,β)∈R

bα,β (ε) ‖Dαu‖
∥∥Dβu

∥∥ ∀ ε ∈ (0, ε]. (1.6)
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Using Lemma 1.1 for the operator R0
ε, whose coefficients do not depend

on x, and taking into account Condition IV(c), we obtain

(Rεu, u) ≥ χ2

∑

α∈N \N0

bα,α (ε) ‖Dαu‖2−

−τ
∑

(α,β)∈R

bα,β (ε) ‖Dαu‖
∥∥Dβu

∥∥ ∀ ε ∈ (0, ε]. (1.7)

Using the arithmetic inequality

|c1c2| ≤ 1
2

(
ω |c1|2 +

1
ω
|c2|2

)
, c1, c2 ∈ R,

ω ≡
√

bα,α (ε)
bβ,β (ε)

> 0, ε ∈ (0, ε], α, β ∈ 〈N ∪ {0}〉 ,
(1.8)

by Condition IV(d), we get

(Rεu, u) ≥ χ2

∑

α∈N \N0

bα,α (ε) ‖Dαu‖2−

− τ
∑

(α,β)∈R

bα,β (ε)
2
√

bα,α (ε) bβ,β (ε)

[
bα,α (ε) ‖Dαu‖2 + bβ,β (ε)

∥∥Dβu
∥∥2

]
≥

≥ χ2

∑

α∈N \N0

bα,α (ε) ‖Dαu‖2 − τκ2K
∑

α∈N

bα,α (ε) ‖Dαu‖2 ∀ ε ∈ (0, ε],

where K = card (R). Thus choosing τ so small that τκ2K ≤ χ4, we obtain
the estimate (1.4). Thus the lemma is proved. ¤

Lemma 1.3 (see [10], pp. 83–84). Let d > 0 and

Qσ ≡ {x : d (σj − 1) < xj < d (σj + 1) , j = 1, . . . , n} (σ ∈ Zn) .

Then there exists the function ζ ∈ C∞0 (Q0) such that 0 ≤ ζ ≤ 1 and
∑

σ∈Zn

(ζ (x− σ))2 = 1,

or, what is the same, if we put ζσ (x) ≡ ζ (x− σ), then ζσ ∈ C∞0 (Qσ) and
∑

σ∈Zn

(ζσ (x))2 = 1.

Theorem 1.1. Let coefficients of the operator Lε of the type (1.1) satisfy
Conditions III, IV(a), IV(b), IV(c) and Conditions IV(d) and IV(e) for
(α, β) ∈ R. Then for every χ5 > 0 there exists the constant ε1 ∈ (0, ε] such
that

(Rεu, u) ≥ χ2

∑

α∈N \N0

bα,α (ε) ‖Dαu‖2 − χ4

∑

α∈N

bα,α (ε) ‖Dαu‖2−
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− χ5

∑

α∈〈N ∪{0}〉
bα,α (ε) ‖Dαu‖2 ∀ u ∈ C∞0 (Ω) , ∀ ε ∈ (0, ε1]. (1.9)

where χ2 is the number from Condition IV(c), and χ4 is introduced by the
relation (1.5).

Proof. Let d > 0 and 2
√

nd < ρ, where ρ is the number from Lemma 1.2,
and Qσ are the cubes from Lemma 1.3 with sides 2d (diam Qσ < ρ) and
ζσ (x) ≡ ζ (x− σ) ∈ C∞0 (Qσ). Then

|Dαζσ (x)| = |Dαζ (x− σ)| ≤ K0 ∀ α ∈ N , ∀ x ∈ Rn (1.10)

with some constant K0 > 0. By the Leibniz formula, for all u ∈ C∞0 (Ω)

(Rεu, u) =
∑

(α,β)∈R

∑

σ∈Zn

∫

Ω

aα,β (x, ε) (ζσ (x))2 DαuDβudx =

=
∑

(α,β)∈R

∑

σ∈Zn

∫

Ω

aα,β (x, ε)Dα (ζσu)Dβ (ζσu) dx + Bε (u) =

=
∑

σ∈Zn

(Rεζσu, ζσu) + Bε (u) , (1.11)

where

Bε (u) =

=−
∑

(α,β)∈R

∑

σ∈Zn

∑

γ≤α,δ≤β

γ+δ 6=α+β

∫

Ω

aα,β (x, ε)
(

α

γ

)(
β

δ

)
Dα−γζσDγuDβ−δζσDδudx.

(1.12)

For Bε (u), by Condition IV(b) and the estimate (1.10), we have

|Bε (u)| ≤ K1

∑

(α,β)∈R

∑

γ≤α,δ≤β

γ+δ 6=α+β

∑

σ∈Zn

bα,β (ε)
∫

Qσ

|Dγu| ∣∣Dδu
∣∣ dx (1.13)

∀ ε ∈ (0, ε]

with some constant K1 > 0. Since
∑

σ∈Zn

∫

Qσ

|Dγu|
∣∣Dδu

∣∣ dx = 2n

∫

Ω

|Dγu|
∣∣Dδu

∣∣ dx

(see [10], p. 85), by the estimate (1.8) we obtain

|Bε (u)| ≤

≤ 2nK1

∑

(α,β)∈R

∑

γ≤α,δ≤β

γ+δ 6=α+β

bα,β (ε)
∫

Ω

|Dγu| ∣∣Dδu
∣∣ dx ≤
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≤2nK1

∑

(α,β)∈R

∑

γ≤α,δ≤β

γ+δ 6=α+β

bα,β (ε)
2
√

bγ,γ (ε) bδ,δ(ε)

[
bγ,γ (ε) ‖Dγu‖2+bδ,δ (ε)

∥∥Dδu
∥∥2

]

whence by Conditions III and IV(e), for any χ5, there exists the constant
ε̃ ∈ (0, ε] such that

|Bε (u)| ≤ χ5

2

∑

α∈〈N ∪{0}〉
bα,α (ε) ‖Dαu‖2 ∀ ε ∈ (0, ε̃]. (1.14)

From equality (1.11), by means of (1.14), we have

(Rεu, u) ≥
∑

σ∈Zn

(Rεζσu, ζσu)−

− χ5

2

∑

α∈〈N ∪{0}〉
bα,α (ε) ‖Dαu‖2 ∀ ε ∈ (0, ε̃]. (1.15)

Since supp ζσu ⊂ Qσ and diam Qσ < ρ, by Lemma 1.2 we find that

(Rεζσu, ζσu) ≥ χ2

∑

α∈N \N0

bα,α (ε) ‖Dα (ζσu)‖2−

− χ4

∑

α∈N

bα,α (ε) ‖Dα (ζσu)‖2 . (1.16)

Since
∑

σ∈Zn

‖Dα (ζσu)‖2 =
∑

σ∈Zn

∫

Ω

|Dα (ζσu)|2 dx=
∑

σ∈Zn

∫

Ω

ζ2
σ |Dαu|2 dx+Mε (u)=

= ‖Dαu‖2 + Mε (u) ∀ α ∈ N ,

where Mε (u) is the quadratic form of the type Bε(u). Estimating Mε(u)
analogously to Bε(u), we find that there exists the constant ε1 ∈ (0, ε̃] such
that

|Mε (u)| ≤ χ5

4K2

∑

α∈〈N ∪{0}〉
bα,α (ε) ‖Dαu‖2 (1.17)

∀ ε ∈ (0, ε1] (K2 ≡ card N ) .

Thus from the estimate (1.15), by virtue of (1,16) and (1.17), we imme-
diately obtain (1.9). ¤

Remark 1.1. Note that if the coefficients aα,β ((α, β) ∈ I ) do not depend
on x or aα,β (x, ε) = aβ,α (x, ε) for all (α, β) ∈ I , then

(Iεu, u) = 0 ∀ u ∈ C∞0 (Ω) , ∀ ε ∈ (0, ε].
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Theorem 1.2. Let Conditions IV(e) and IV(f) be fulfilled. Then for
every χ6 > 0 there exists the constant ε2 ∈ (0, ε] such that

(Iεu, u) ≥ −χ6

∑

α∈〈N ∪{0}〉
bα,α (ε) ‖Dαu‖2 (1.18)

∀ u ∈ C∞0 (Ω) , ∀ ε ∈ (0, ε2].

Proof. Let (α, β) ∈ I , consequently |α| + |β| ≡ 1 (mod 2), as well. Since
aα,β ≡ aα,β (x, ε) ((α, β) ∈ I ) are the real functions, therefore

2
(
Dα

(
aα,βDβu

)
, u

)
=

(
Dα

(
aα,βDβu

)
, u

)− (
Dβ (aα,βDαu) , u

)
.

Consequently, by the Leibniz formula,

2
(
Dαaα,βDβu, u

)
=

(
aα,βDα+βu, u

)
+

∑

γ≤α

γ 6=α

(
α

γ

) (
Dα−γaα,βDβ+γu, u

)−

− (
aα,βDα+βu, u

)−
∑

δ≤β

δ 6=β

(
β

δ

) (
Dβ−δaα,βDα+δu, u

)
=

= (−1)|β|
∑

γ≤α

γ 6=α

(
α

γ

) (
Dγu,Dβ

(
Dα−γaα,βu

))−

− (−1)|α|
∑

δ≤β

δ 6=β

(
β

δ

) (
Dδu,Dα

(
Dβ−δaα,βu

))
=

= (−1)|β|
∑

γ≤α

γ 6=α

(
α

γ

)∑

δ≤β

(
β

δ

) (
Dγu,Dα−γ+β−δaα,βDδu

)−

− (−1)|α|
∑

δ≤β

δ 6=β

(
β

δ

)∑

γ≤α

(
α

γ

) (
Dδu,Dα−γ+β−δaα,βDγu

)
.

Let us estimate the summands appearing in the above sums. Since by
the estimate (1.8) and Condition IV(f), for every γ, δ ∈ Nn

0 , γ ≤ α, δ ≤
β, γ + δ 6= α + β

∣∣(Dγu,Dα−γ+β−δaα,βDδu
)∣∣ ≤ κ3bα,β (ε) ‖Dγu‖∥∥Dδu

∥∥ ≤

≤ κ3bα,β (ε)
2
√

bγ,γ (ε) bδ,δ (ε)

[
bγ,γ (ε) ‖Dγu‖2 + bδ,δ (ε)

∥∥Dδu
∥∥2

]
,
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therefore with a constant K ′ > 0,
(
Dαaα,βDβu, u

) ≥

≥ −κ3K
′ ∑

γ≤α,δ≤β

γ+δ 6=α+β

bα,β (ε)
2
√

bγ,γ (ε) bδ,δ (ε)

[
bγ,γ (ε) ‖Dγu‖2 + bδ,δ (ε)

∥∥Dδu
∥∥2

]

whence we immediately find that

(Iεu, u) ≥ −κ3K
′ ∑

(α,β)∈I

∑

γ≤α,δ≤β

γ+δ 6=α+β

bα,β (ε)
2
√

bγ,γ (ε) bδ,δ (ε)
×

×
[
bγ,γ (ε) ‖Dγu‖2 + bδ,δ (ε)

∥∥Dδu
∥∥2

]
. (1.19)

By virtue of Condition IV(e), there exists the constant ε2 ∈ (0, ε] such
that

κ3K
′bα,β (ε)

2K2
√

bγ,γ (ε) bδ,δ (ε)
≤ χ6

∀ ε ∈ (0, ε2], γ, δ ∈ Nn
0 , (α, β) ∈ I , γ ≤ α, δ ≤ β, γ + δ 6= α + β,

where K = card 〈N ∪ {0}〉. Thus from the estimate (1.19) follows (1.18).
¤

Theorem 1.3. Let Condition II(b) be fulfilled. Then for every χ7 > 0
there exists the constant ε3 ∈ (0, ε] such that

(Jεu, u) ≥ −χ7

∑

α∈N0

‖Dαu‖2 ∀ u ∈ C∞0 (Ω) , ∀ ε ∈ (0, ε3]. (1.20)

Proof. It follows from Condition II(b) that for every τ > 0 there exists the
number ε3 ∈ (0, ε] such that

|aα,β (x, ε)− aα,β (x, 0)| < τ ∀ x ∈ Ω, ∀ α, β ∈ N0, ∀ ε ∈ (0, ε3].

Therefore
∣∣((aα,β (x, ε)− aα,β (x, 0)) Dβu,Dαu

)∣∣ ≤ τ

2

[
‖Dαu‖2 +

∥∥Dβu
∥∥2

]

∀ α, β ∈ N0, ∀ ε ∈ (0, ε3],

and hence

(Jεu, u) ≥ −τK2
∑

α∈N0

‖Dαu‖2 ∀ u ∈ C∞0 (Ω) , ∀ ε ∈ (0, ε3],

where K is the power of the set N0. Thus for τ = χ7/K2 we obtain the
estimate (1.20). ¤

The main result of this section is the following
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Theorem 1.4. Let the coefficients of the operator Lε of the type (1.1)
satisfy Conditions I, II, III and IV. Then there exist the constants ε ∈ (0, ε],
C1 > 0 and C2 > 0 such that for all u ∈ C∞0 (Ω) the estimate

∑

α∈〈N 〉\〈N0〉
bα,α (ε) ‖Dαu‖2 +

+
∑

α∈〈N0∪{0}〉
‖Dαu‖2 ≤ C1 (Lεu, u) ≤ C2 ‖Lεu‖2 ∀ ε ∈ (0, ε]. (1.21)

is valid.

Proof. Let χ5 > 0, χ6 > 0, χ7 > 0 and χ5 + χ6 + χ7 ≤ min{χ1,χ2}
4χ3

. Since
by Theorems 1.1, 1.2 and 1.3 there exist the constants ε1, ε2, ε3 ∈ (0, ε]
such that the estimates (1.9), (1.18) and (1.20) are fulfilled, by virtue of
Condition I we have

(Lεu, u) = (L0u, u) + (Rεu, u) + (Iεu, u) + (Jεu, u) ≥
≥ χ1

∑

α∈N0∪{0}
‖Dαu‖2 + χ2

∑

α∈N \N0

bα,α (ε) ‖Dαu‖2−

−χ4

∑

α∈N

bα,α (ε) ‖Dαu‖2 − χ5

∑

α∈〈N ∪{0}〉
bα,α (ε) ‖Dαu‖2−

−χ6

∑

α∈〈N ∪{0}〉
bα,α (ε) ‖Dαu‖2 − χ7

∑

α∈N0

‖Dαu‖2

∀ u ∈ C∞0 (Ω) , ∀ ε ∈ (0, ε], ε ≡ min {ε1, ε2, ε3} .

whence by Condition IV(g), with regard for (1.5), we obtain the first part
of the estimate (1.21) with the constant C1 ≡ 2χ3

min{χ1,χ2} . Since for every
ω > 0,

(Lεu, u) ≤ 1
2

(
ω ‖u‖2 +

1
ω
‖Lεu‖2

)
∀ u ∈ C∞0 (Ω) , (1.22)

using the already proven part of the estimate (1.21), we obtain the second
part of (1.21). ¤

2. Interpolation Inequalities

2.1. Let p, q ∈ N, A ∈ Rp×q, λ, c ∈ Rp and µ, b ∈ Rq. Following the
standard terminology of the theory of linear programming, we introduce
the following

Definition 2.1 (see [11], p. 110). The canonic problem of minimizing
the linear programming consists in finding a nonnegative vector λ which

minimizes λc (2.1)
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under the condition
λA = b. (2.2)

Definition 2.2 (see [11], p. 113). The double problem to the problem
(2.1), (2.4) consists in the finding of the vector µ (without restrictions with
respect to the sign), which

maximizes µb (2.3)

under the condition
Aµ ≤ c. (2.4)

Definition 2.3 (see [11], pp. 113–114). The problem (2.1), (2.2) ((2.3),
(2.4)) is said to be admissible if there exists the vector λ (µ) satisfying the
condition (2.2) ((2.4)). Such vector is called admissible. The admissible
vector λ (µ) is said to be optimal if it minimizes a linear form of λc (max-
imizes µb), and the value of that maximum (minimum) is called the value
of the problem of linear programming.

Theorem 2.1 (the basic duality theorem, see [11], p. 114). If the prob-
lems (2.1), (2.2) and (2.3), (2.4) are admissible, then they have optimal
vectors, and the values of the problems coincide.

2.2. By F(Nn
0 ) we denote a set of of finite subsets of the set Nn

0 .
Let M ∈ F(Nn

0 ) and ϕ be the negative function defined on M .
For the collection K ⊆ M and the vector β ∈ 〈K 〉 we consider the fol-

lowing canonic minimization problem: find a collection of negative numbers
λα (α ∈ K ) which

minimizes
∑

α∈K

λαϕ (α) (2.5)

under the condition 



∑
α∈K

λαα = β,
∑

α∈K

λα = 1,
(2.6)

and its dual problem: find an n + 1-dimensional vector (µ, µn+1) ≡
(µ1, . . . , µn, µn+1) which

maximizes µβ + µn+1 (2.7)

under the condition

µα + µn+1 ≤ ϕ (α) ∀ α ∈ K . (2.8)

Obviously, both problems are admissible, hence by virtue of Theorem 2.1,
they have optimal solutions. The value of the above-formulated problems
we denote by ϕopt

K (β).
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Let M ∈ F(Nn
0 ), ϕ : M 7→ R+ ≡ {x ∈ R : x ≥ 0}, ε ∈ (0, 1) and γ0 ∈

[1, +∞). For the vector α0 ∈ 〈M 〉 we put

ϕ̃opt
M

(
α0

)≡min
{

q∈R : ∀ ε∈(0, ε], ∀ ξ∈Rn, ξ≥0, εqξα0≤γ0

∑

α∈M

εϕ(α)ξα

}
.

Theorem 2.2. Let M ∈ F(Nn
0 ) and ϕ : M 7→ R+. Then

ϕopt
M

(
α0

)
= ϕ̃opt

M

(
α0

) ∀ α0 ∈ 〈M 〉 .
To prove Theorem 2.2, we cite the following auxiliary statements.

Lemma 2.1 (see [12], p. 29). Let cα ≥ 0 (α ∈ M ), λα ≥ 0 (α ∈ M )
and ∑

α∈M

λα = 1.

Then ∏

α∈M

cλα
α ≤

∑

α∈M

λαcα.

Proposition 2.1. Let M ∈ F(Nn
0 ), ϕ : M 7→ R+, λα ≥ 0 (α ∈ M ) ,

∑

α∈M

λα = 1, α0 ≡
∑

α∈M

λαα, q ≡
∑

α∈M

λαϕ (α) .

Then
εqξα0 ≤

∑

α∈M

εϕ(α)ξα ∀ ε ∈ (0, ε], ∀ ξ ∈ Rn, ξ ≥ 0.

Proof. By Lemma 2.1, we have

εqξα0
= ε

∑
α∈M

λαϕ(α)

ξ

∑
α∈M

λαα

=

( ∏

α∈M

ελαϕ(α)

)( ∏

α∈M

ξλαα

)
=

=
∏

α∈M

(
εϕ(α)ξα

)λα ≤
∑

α∈M

λαεϕ(α)ξα ≤
∑

α∈M

εϕ(α)ξα

∀ ε ∈ (0, ε], ∀ ξ ∈ Rn, ξ ≥ 0. ¤

Proof of Theorem 2.2. Let α0 ∈ 〈M 〉. Since it follows from Proposition
2.1 that ϕopt

M

(
α0

) ≥ ϕ̃opt
M

(
α0

)
, it suffices to show that ϕopt

M

(
α0

) ≤ ϕ̃opt
M

(
α0

)
.

Assume to the contrary that ϕopt
M

(
α0

)
> ϕ̃opt

M

(
α0

)
. From the definition of

the function ϕ̃opt
M we have

εϕ̃opt
M (α0)ξα0 ≤ γ0

∑

α∈M

εϕ(α)ξα ∀ ε ∈ (0, ε], ε < 1, ∀ ξ ∈ Rn, ξ ≥ 0. (2.9)
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Let λ0
α ≥ 0 (α ∈ M ) and

(
µ0, µ0

n+1

)
be optimal vectors of the problems

(2.5), (2.6) (for K = M and β = α0) and (2.7), (2.8), respectively. Then
by Theorem 2.1,

ϕopt
M

(
α0

)
=

∑

α∈M

λ0
αϕ (α) = µ0α0 + µ0

n+1.

Thus substituting ξj = ε−µ0
j in inequality (2.9) and multiplying both

parts by ε−µ0
n+1 , we obtain

εϕ̃opt
M (α0)−ϕopt

M (α0) ≤ γ0

∑

α∈M

εϕ(α)−µ0α+µ0
n+1 ∀ ε ∈ (0, ε], ε < 1. (2.10)

Since by our assumption ϕ̃opt
M

(
α0

) − ϕopt
M

(
α0

)
< 0 and by the condition

(2.8) for all α ∈ M ϕ (α)− µ0α + µ0
n+1 ≥ 0, therefore as ε → 0, the right-

hand side of (2.10) is bounded, whereas the left-hand side tends to infinity.
The obtained contradiction proves that ϕopt

M

(
α0

) ≤ ϕ̃opt
M

(
α0

)
. ¤

Remark 2.1. The problem (2.5), (2.6) can be solved by the well-known
simplex-method (for the variety of the method, see [13]; note that there
exists a polynomial algorithm for solving optimization problems of linear
programming [14]).

Denote
Eϕ (M ) ≡ {

α ∈ M : ϕ (α) = ϕopt
M (α)

}
, (2.11)

V (M ) ≡ {α ∈ M : α /∈ 〈M \ {α}〉} .

We call Eϕ (M ) an essential part of the collection M . From the theorem
below it immediately follows that V (M ) ⊆ Eϕ (M ).

Theorem 2.3 (see [15] and [16]). Let M ∈ F(Nn
0 ) and α0 ∈ Nn

0 . Then
for the existence of a number γ > 0 such that

ξα0 ≤ γ
∑

α∈M

ξα ∀ ξ ∈ Rn, ξ ≥ 0,

it is necessary and sufficient that α0 ∈ 〈M 〉.
Denote

Bϕ (M ) ≡ V (M ) ∪
{

α ∈ M \V (M ) : ϕopt
M\{α} (α) > ϕopt

M (α)
}

(2.12)

We call Bϕ (M ) a base part of the collection M .

Proposition 2.2. Let M ∈ F(Nn
0 ), ϕ : M 7→ R+ and α0 ∈ M \Bϕ (M ).

Then
ϕopt

M

(
α1

)
= ϕopt

M\{α0}
(
α1

) ∀ α1 ∈ M \{
α0

}
.
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Proof. Since α0 ∈ M \Bϕ (M ) ⊆ M \V (M ), therefore α0 ∈ 〈
M \{

α0
}〉

.
Let λ0

α

(
α ∈ M \{

α0
})

be an optimal collection of the problem (2.5), (2.6)
for K = M \{

α0
}

and β = α0, and λ1
α (α ∈ M ) be an optimal collection

of the problem (2.5), (2.6) for K = M and β = α1. Then
∑

α∈M\{α0}
λ0

α = 1,
∑

α∈M\{α0}
λ0

αα = α0,

ε
ϕopt

M\{α0}(α0)
ξα0 ≤

∑

α∈M\{α0}
λ0

αεϕ(α)ξα ∀ ε ∈ (0, ε], ∀ ξ ∈ Rn, ξ ≥ 0.

and
∑

α∈M

λ1
α = 1,

∑

α∈M

λ1
αα = α1,

εϕopt
M (α1)ξα1 ≤

∑

α∈M

λ1
αεϕ(α)ξα ∀ ε ∈ (0, ε], ∀ ξ ∈ Rn, ξ ≥ 0.

Since ϕopt
M\{α0}

(
α0

)
= ϕopt

M

(
α0

) ≤ ϕ
(
α0

)
(α0 /∈ Bϕ (M )), therefore

εϕopt
M (α1)ξα1 ≤

∑

α∈M

λ1
αεϕ(α)ξα ≤

∑

α∈M\{α0}
λ1

αεϕ(α)ξα+

+λ1
α0

∑

α∈M\{α0}
λ0

αεϕ(α)ξα ∀ ε ∈ (0, ε], ∀ ξ ∈ Rn, ξ ≥ 0.

This implies that ϕopt
M

(
α1

) ≥ ϕopt
M\{α0}

(
α1

)
, since

∑

α∈M\{α0}
λ1

α + λ1
α0

∑

α∈M\{α0}
λ0

α = 1,

∑

α∈M\{α0}
λ1

αα + λ1
α0

∑

α∈M\{α0}
λ0

αα = α1.

The converse inequality, i.e., ϕopt
M

(
α1

) ≤ ϕopt
M\{α0}

(
α1

)
, is trivial. ¤

Proposition 2.3. Let M ∈ F(Nn
0 ) and ϕ : M 7→ R+. Then

ϕopt
M (α) = ϕopt

Bϕ(M ) (α) ∀ α ∈ 〈M 〉 .
Proof follows directly from Proposition 2.2.

Proposition 2.4. Let M ∈ F(Nn
0 ) and ϕ : M 7→ R+. Then

εϕ(α0)ξα0 ≤
∑

α∈Bϕ(M )

εϕ(α)ξα

∀ ε ∈ (0, ε], ε < 1, ∀ ξ ∈ Rn, ξ ≥ 0, ∀ α0 ∈ 〈M 〉 .
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Proof follows from Proposition 2.3.

For the collection K ⊆ M and for the nonnegative function φ defined
on K we put

PK ,φ (ε, ξ) ≡
∑

α∈K

εφ(α)ξα ε ∈ (0, ε], ξ ∈ Rn.

Theorem 2.4. Let M ∈ F(Nn
0 ) and ϕ : M 7→ R+. Then there exist the

numbers γ1 > 0 and γ2 > 0 such that for every ε ∈ (0, ε] and ξ ∈ Rn, ξ ≥ 0,
the following conditions are valid:

(a) PBϕ(M ),ϕ (ε, ξ) = PBϕ(M ),ϕopt
M

(ε, ξ) ≤ PEϕ(M ),ϕopt
M

(ε, ξ) =
= PEϕ(M ),ϕ (ε, ξ) ≤ PM ,ϕ (ε, ξ) ≤ PM ,ϕopt

M
(ε, ξ);

(b) PM ,ϕopt
M

(ε, ξ) ≤ γ1PBϕ(M),ϕopt
M

(ε, ξ);
(c) P〈M〉,ϕopt

M
(ε, ξ) ≤ γ2PBϕ(M ),ϕopt

M
(ε, ξ) .

Proof of the statement of item (a) is trivial (follows directly from defini-
tions of Bϕ (M ), Eϕ (M ) and ϕopt

M ), items (b) and (c) follow directly from
Proposition 2.4.

Proposition 2.5. Let M ∈ F(Nn
0 ) and ϕ : M 7→ R+. Then

ϕopt
M

(
α1 + α2

) ≤ 1
2

(
ϕopt

M

(
2α1

)
+ ϕopt

M

(
2α2

)) ∀ α1, α2 ∈ 〈M 〉 . (2.13)

Proof. Let α1, α2 ∈ 〈M 〉. Since α1 + α2 = 2α1+2α2

2 , by Proposition 2.1 we
have

ε
1
2 (ϕopt

M (2α1)+ϕopt
M (2α2))ξα1+α2 ≤ 1

2
εϕopt

M (2α1)ξ2α1
+

1
2

εϕopt
M (2α2)ξ2α2

,

whence, using Theorem 2.2, by the definition of ϕ̃opt
M , we obtain

ϕ̃opt
M

(
α1 + α2

) ≤ 1
2

(
ϕ̃opt

M

(
2α1

)
+ ϕ̃opt

M

(
2α2

))
. Consequently, by Theorem

2.2 we obtain inequality (2.13). ¤

3. The Main Result

Let coefficients of the operator Lε (see formula 1.1) be of the form

aα,β (x, ε) ≡ εψ(α,β)ηα,β (x, ε) (ηα,β (x, 0) 6≡ 0, α, β ∈ N ) , (3.1)

where ψ is the nonnegative function defined on N × N , and ηα,β is the
function defined on Ω× (0, ε].

Denote

M (N ) ≡ {α + β : α, β ∈ N } , M (R) ≡ {α + β : (α, β) ∈ R} ,

ϕ (ν) ≡ min
α,β∈N
α+β=ν

ψ (α, β) ν ∈ M (N ) .

R ≡ {(α, β) ∈ R : α + β ∈ Eϕ (M (R))} , B ≡ Bϕ (N \N0) ,



126 H. G. TANANYAN

where Eϕ (M (R)) is the essential part of the collection M (R) (see 2.11)
and Bϕ (N \N0) is the base part of the collection N \N0 (see 2.12).

On the coefficients of the operator Lε we impose the following restrictions:
II′. (a) The functions ηα,β (x, ε) (α, β ∈ N ) are infinitely differentiable

on Ω× [0, ε];
(b) for every α, β ∈ N0, the function ηα,β (x, ε), as ε → 0, tends

uniformly with respect to x to ηα,β (x, 0);
IV′. (a) the functions ηα,β (x, ε) are uniformly continuous with respect

to x on Ω× (0, ε] for (α, β) ∈ R;
(b) there exists the constant κ1 > 0 such that

|ηα,β (x, ε)| ≤ κ1 ∀ x ∈ Ω, ∀ ε ∈ (0, ε], (α, β) ∈ R;

(c) there exists the constant χ2 > 0 such that
∑

(α,β)∈R

ηα,β (x, 0) (iξ)α+β ≥ χ2

∑

α∈B

bα,α (ε) ξ2α ∀ ξ ∈ Rn, ∀ ε ∈ (0, ε];

(f) there exists the constant κ3 > 0 such that for all (α, β) ∈ I and
γ, δ ∈ Nn

0 , if γ ≤ α, δ ≤ β and γ + δ 6= α + β, then
∣∣Dγ+δηα,β (x, ε)

∣∣ ≤ κ3, x ∈ Ω, ε ∈ (0, ε];

V. For all α, β ∈ M (N ) , α ≤ β, α 6= β

ϕopt
M (N ) (α) < ϕopt

M (N ) (β) .

Remark 3.1. Let the coefficients of the operator Lε be of the type (3.1),
and let Conditions II′, III, IV′(a), IV′(b), IV′(f) and V be fulfilled. It is not
difficult to prove that if in Condition IV we assume bα,β (ε) ≡ ε

ϕopt
M(N )(α+β),

then Conditions IV(c) and IV′(c) are equivalent, while Conditions IV(d),
IV(e) and IV(g) by virtue of Condition V (see also Theorem 2.4 and Propo-
sition 2.5) are fulfilled automatically.

Taking into account Remark 3.1 and Theorem 1.4, we can prove the
following

Theorem 3.1. Let the coefficients of the type (3.1) of the operator Lε

satisfy Conditions I, II, III, IV’ and V. Then there exist the constants ε ∈
(0, ε], C1 > 0 and C2 > 0 such that for all u ∈ H̊N (Ω) the estimate

‖u‖2ε ≡
∑

α∈〈N 〉\〈N0〉
ε
ϕopt

M(N )(2α) ‖Dαu‖2 +
∑

α∈〈N0∪{0}〉
‖Dαu‖2 ≤

≤ C1 (Lεu, u) ∀ ε ∈ (0, ε]

is valid.

Consider the following boundary value problem.
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Problem Dε. Find a solution u ∈ H̊N (Ω) of the equation

Lεu = f, f ∈ L2(Ω). (3.2)

Definition 3.1. see [4] and [5] The problem Dε is said to be uniformly
solvable if there exists a number ε0 > 0 for which

(a) the problem Dε is solvable for ε ∈ (0, ε0], i.e., for every f ∈ L2(Ω),
equation (3.2) has a solution uε ∈ H̊N (Ω);

(b) there exist the number C0 > 0 and the functional space Bε(
H̊N (Ω) ⊂ Bε

)
with the norm ‖.‖Bε

such that for all u ∈ H̊N (Ω)

‖u‖Bε
≤ C0 ‖f‖L2(Ω) , 0 < ε ≤ ε0.

Definition 3.2 (see, for e.g., (17)). Let M ⊂ Nn
0 be a finite collection

of multiindices. Then the polyhedron 〈M 〉 is said to be complete, if it
has vertex both at the origin and on every coordinate axis. A complete
polyhedron 〈M 〉 is said to be completely rectilinear, if outer normals of the
n− 1-dimensional sides have only positive coordinates.

Theorem 3.2. Let N ⊂ Nn
0 , 〈N 〉 be a completely rectilinear polyhedron,

Ω ⊂ Rn be a bounded domain satisfying the displacement conditions (see
[17]) and the operator Lε satisfy the conditions of Theorem 3.1. Then the
problem Dε is uniformly solvable.

Proof. Item (a) of Definition 3.1 (i.e., solvability of the problem Dε) under
the conditions I and IV′ has been proved in [18] (see also [9] and [19]), while
item (b) of Definition 3.1 follows from Theorem 3.1 by virtue of inequality
(1.22). ¤
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