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Abstract. In the present paper, we introduce the discrete fractional trapezoidal operators Tα
h for

α ∈ (0, 1) as the fractional power of the classical trapezoidal formula. Consequently, we derive the
fractional power of a triangular matrix. As applications, we determine the eigenvectors of Tα

h and a
finite summation formula of the product of hypergeometric polynomials.
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ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ α ∈ (0, 1)-ÈÅÉÓ ÛÄÌÏÚÅÀÍÉËÉÀ ÃÉÓÊÒÄÔÖËÉ ßÉËÀÃÖÒÉ ÔÒÀÐÄÝÉÖËÉ
Tα
h ÏÐÄÒÀÔÏÒÄÁÉ, ÒÏÌËÄÁÉÝ ÂÀÍÓÀÆÙÅÒÖËÉÀ ÒÏÂÏÒÝ ÊËÀÓÉÊÖÒÉ ÔÒÀÐÄÝÉÄÁÉÓ ×ÏÒÌÖËÉÓ
ßÉËÀÃÖÒÉ áÀÒÉÓáÉ. ÛÄÃÄÂÀÃ ÂÀÌÏÚÅÀÍÉËÉÀ ÓÀÌÊÖÈáÀ ÌÀÔÒÉÝÉÓ ßÉËÀÃÖÒÉ áÀÒÉÓáÉ. ÀÌ
ÏÐÄÒÀÔÏÒÄÁÉÓ ÂÀÌÏÚÄÍÄÁÉÈ ÂÀÍÓÀÆÙÅÒÖËÉÀ Tα

h -ÉÓ ÓÀÊÖÈÒÉÅÉ ÅÄØÔÏÒÄÁÉ ÃÀ äÉÐÄÒÂÄÏÌÄÔ-
ÒÉÖËÉ ÌÒÀÅÀËßÄÅÒÄÁÉÓ ÍÀÌÒÀÅËÄÁÉÓ ÓÀÓÒÖËÉ ãÀÌÉÓ ×ÏÒÌÖËÀ.
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1 Introduction
The h-discrete fractional calculus is an active research area (cf. [1, 3, 5, 9–11, 13] and the references
therein). In [1], some discrete fractional dynamical systems are presented as a part of h-discrete
operators with different kernels.

These developments have encouraged the use of such operators in applied mathematics, especially
in modeling of some discrete time dynamical systems. We cite, in particular, the work of Atici et
al. [4], where a pharmacokinetic-pharmaco-dynamic model describing tumor growth is represented by
fractional h-discrete and h-discrete operators.

This work aims to contribute to the development of the theory of fractional calculus on hZ by
introducing a new discrete formula. To this end, we derive a fractional operator as a fractional
power of trapezoidal operator expressed in a matrix form. Motivated by many applications, the
concept of matrix function has been the subject of multiple research. We mention the relevant work of
Higham [7], in which, in particular, algorithms for computing matrix fractional powers were developed
(see [8] and [14]). The matrix fractional power arises in several situations of fractional calculus and
algorithms for calculating fractional powers of a matrix are still being investigated.

For our purpose we define τh = {tn = a + nh, n = 0, . . . , N, Nh = b − a}, a subdivision of the
interval [a, b] and Xh, the Banach space of functions defined on τh endowed with the norm

∥f∥∞ = max
tn∈τh

∥f(tn)∥

and Th, the trapezoidal operator acting on Xh defined by

Th(f)(tn) =
h

2

n∑
i=1

[
f(ti−1) + f(ti)

]
.

By convention, Th(f)(a) = 0.
In matrix notation, Th can be expressed as a lower triangular matrix

Th =
h

2



0 0 · · · 0
1 1

1 2 1
. . . 0

...
1 2 2 1
... . . . 0
1 2 2 · · · 2 1


.

Evidently, the operator Th is a bounded linear operator on Xh and 0, h
2 are eigenvalues of Th. In

this study, we derive an explicit formula for the fractional power of this matrix by using the classical
Balakrishnan integral representation of fractional power of sectorial operator developed by Haase [6].

The paper is organized as follows. In Section 2, we introduce some definitions and formulas. In
Section 3, we derive the fractional power of the operator Th. In Section 4, we obtain the fractional
power of the h-rising factorial function defined in [3]. Then we get the summation formula. We end
by a conclusion.

2 Preliminary definitions and results
In this section, we recall some concepts used within the fractional power of sectorial operators (for
more details see [6]).

Let A be a linear operator in a Banach space X. For a complex number λ, the resolvent of A is
R(λ,A) := (λI −A)−1 if exists; the resolvent set ρ(A) is the set of all λ ∈ C for which R(λ,A) exists,
and σ(A) = C \ ρ(A) is the spectrum.

Definition 2.1 (Sectorial operator). Let A be a linear operator in X. Then A is called sectorial if

∃ω ∈ [0, π) : σ(A) ⊆ Sω :=
{
λ ∈ C \ {0}, | arg z| ≤ ω

}
∪ {0}
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and
∀ω′ ∈ (ω, π), Mω′ := sup

λ∈C\Sω′

∥λR(λ,A)∥ < ∞.

The minimum of all angles ω such that A is sectorial is called the angle of sectoriality.

Let us now define the fractional powers of A with the help of Balakrishnan representation.

Theorem 2.1 (Balakrishnan representation). If A is sectorial, then for all x ∈ D(A) and for all
α such that 0 < Reα < 1,

Aαx =
sinαπ

π

+∞∫
0

λα−1(λI +A)−1Axdλ.

Now we recall some definitions and miscellaneous formulas.

Definition 2.2. The Gamma function is defined by

Γ(s) =

∞∫
0

e−tts−1 dt,

where s is a complex number such that Re(s) > 0. The Pochhammer symbol is defined by

(a)0 := 1, (a)k := a(a+ 1), . . . , (a+ k − 1), a ∈ C, k ∈ N.

This can be expressed by

(a)k =
Γ(a+ k)

Γ(a)
.

The Pochhammer symbol satisfies the useful identities

Γ(a− k) = (−1)k
Γ(a)

(1− a)k
(2.1)

and for a = −n (n ∈ N),

(−n)k =

(−1)k
n!

(n− k)!
for 0 ≤ k ≤ n,

0 for k > n.
(2.2)

Definition 2.3. Let a, b and c be the complex numbers such that c ̸∈ {0,−1,−2, . . . }. The Gaussian

hypergeometric function 2F1

(
a, b
c
; y

)
is defined by

2F1

(
a, b
c
; y

)
=

∞∑
k=0

(a)k(b)k
(c)k

yk

k!
,

where y is a complex variable such that |y| < 1. If a or b is a non-positive integer, the series terminates

and 2F1

(
−n, b
c

; y

)
is a polynomial of degree n in y.

The Gaussian hypergeometric function is related to the Meixner orthogonal polynomials in the
following way (see [12, formula (15.9.9)]):

Mn(x;β, c) = 2F1

(
−n,−x

β
; 1− 1

c

)
. (2.3)
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Definition 2.4. Let a, b, c, d and e be the complex numbers such that d, e ̸∈ {0,−1,−2, . . . }. The

generalized hypergeometric function 3F2

(
a, b, c
d, e

; y

)
is defined by

3F2

(
a, b, c
d, e

; y

)
=

∞∑
k=0

(a)k(b)k(c)k
(d)k(e)k

yk

k!
,

where y is a complex variable such that |y| < 1. When one or more of the top parameters a, b, c is a
non-positive integer, the series terminates and the generalized hypergeometric function is a polynomial
in y.

Also, it is easy to verify the following identity:

2F1

(
−n, b
c

; y

)
= 1− nby

c
3F2

(
−n+ 1, b+ 1, 1

c+ 1, 2
; y

)
. (2.4)

Definition 2.5 (see [3]). For arbitrary β, t ∈ R and h > 0, the h-rising factorial function is defined by

tβh = hβ Γ( t
h + β)

Γ( t
h )

.

Definition 2.6. The unilateral Z-transform of a sequence a[n], n ≥ 0, is defined by

Z(a[n])(z) =

∞∑
n=0

a[n]z−n.

The Z-transform is the discrete analogue of the classical Laplace transform.

3 Main results
The purpose of this theorem is to prove the sectoriality of Th.

Theorem 3.1. The operator Th is sectorial of angle π/2.

Proof. Let us compute the resolvent of Th. Consider the discrete problem to find g ∈ Xh from the
equation

λg(tn)− Thg(tn) = f(tn). (3.1)

Notice first that for n = 0, g(t0) = 1
λ f(t0). Despite of the triangular form of matrix λI−Th for which

the inverse can be computed directly, we propose another way using unilateral Z-transforms.
Let G(z) and F (z) be the Z-transforms of the sequences g[n] = g(tn) and f [n] = f(tn), respectively,

completed by zeros, that is, g[n] = 0 for n > N . Then

Z
(h
2

n∑
i=1

[
g(ti−1)+g(ti)

])
(z)=

∞∑
n=0

h

2

n∑
i=1

(
g[i−1]+g[i]

)
z−n=

h

2

1

1−z−1

[
z−1G(z)+G(z)−g[0]

]
.

It follows that for λ ̸= 0, the Z-transform of equation (3.1) becomes[
λ+

h

2

1 + z−1

1− z−1

]
G(z) = F (z) +

h

2λ

1

1− z−1
f [0].

Taking λ ∈ C \ {0, h/2}, we get

G(z) =
[ 2

2λ− h

1− z−1

1 + 2λ+h
2λ−h z−1

]
F (z)− h

λ(2λ− h)

1

1− 2λ+h
2λ−h z−1

f [0].
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This implies that

G(z) =
( 2

2λ− h
+

4h

(2λ− h)2
z−1

1− 2λ+h
2λ−h z−1

)
F (z)− hf [0]

λ(2λ− h)

1

1− 2λ+h
2λ−h z−1

.

Using geometric series and the definition of F (z), we have

G(z) =

(
2

2λ− h
+

4h

(2λ− h)2

∞∑
k=0

(2λ+ h

2λ− h

)k
z−k−1

) ∞∑
i=0

(f [i])z−i − hf [0]

λ(2λ− h)

∞∑
k=0

(2λ+ h

2λ− h

)k
z−k,

which in turn yields

g(tn) =
2

2λ− h
f(tn) +

4h

(2λ− h)2

n−1∑
i=0

(2λ+ h

2λ− h

)n−i−1

f(ti)−
h

λ(2λ− h)

(2λ+ h

2λ− h

)n
f(t0)

and

g(tn) =
2

2λ− h
f(tn) +

4h

(2λ− h)2

n−1∑
i=1

(2λ+ h

2λ− h

)n−i−1

f(ti) +
h(2λ+ h)n−1

λ(2λ− h)n
f(t0).

In a matrix form, the resolvent is

R(λ, Th) =



1

λ
0 0 · · · 0

h

λ(2λ− h)

2

2λ− h
0

h(2λ+ h)

λ(2λ− h)2
4h

(2λ− h)2
2

2λ− h

. . . 0
...

h(2λ+ h)2

λ(2λ− h)3
4h(2λ+ h)

(2λ− h)3
4h

(2λ− h)2
2

2λ− h

...
... . . . . . . . . . 0

h(2λ+ h)N−1

λ(2λ− h)N
4h(2λ+ h)N−2

(2λ− h)N
· · · 4h(2λ+ h)

(2λ− h)3
4h

(2λ− h)2
2

2λ− h



.

In order to estimate

∥λR(λ, Th)∥∞ = max
0≤n≤N

N∑
j=0

∣∣λ(R(λ, Th))nj
∣∣,

let us take λ ∈ C \ Sω0
with π

2 < ω0 < π.
Denote

|R(ζ)|n :=

N∑
j=0

∣∣λ(R(λ, Th))nj
∣∣

with ζ = 2λ
h . Then |R(ζ)|0 = 1 and for 0 < n ≤ N ,

|R(ζ)|n =
|ζ|

|ζ − 1|
+

2|ζ|
|ζ − 1|2

n−2∑
j=0

∣∣∣ζ + 1

ζ − 1

∣∣∣j + 1

|ζ − 1|

∣∣∣ζ + 1

ζ − 1

∣∣∣n.
Clearly,

|ζ − 1|2 = 1 + |ζ|2 − 2|ζ| cos(arg ζ) > 1 + |ζ|2 − 2|ζ| cos(ω0)

and
1

|ζ − 1|
< 1,

|ζ|
|ζ − 1|

< 1,
∣∣∣ζ + 1

ζ − 1

∣∣∣ < 1
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which leads to

|R(ζ)|n < 2 +
2|ζ|

|ζ − 1|2
1

1− | ζ+1
ζ−1 |

< 2
(
1 +

|ζ|
|ζ − 1|(|ζ − 1| − |ζ + 1|)

)
.

Therefore, it remains to estimate an upper bound for the term A(ζ) = ζ
|ζ−1|(|ζ−1|−|ζ+1|) . We have

A(ζ) <
|ζ|√

1− 2|ζ| cosω0 + |ζ|2
(√

1− 2|ζ| cosω0 + |ζ|2 −
√
1 + 2|ζ| cosω0 + |ζ|2

) .
By using the conjugate, we get

A(ζ) < − 1

4 cosω0

(
1 +

√
1 + 2|ζ| cosω0 + |ζ|2
1− 2|ζ| cosω0 + |ζ|2

)
.

For every τ ∈ (0,+∞), let φ be a function defined by

φ(τ) = − 1

4 cosω0

(
1 +

√
1 + 2τ cosω0 + τ2

1− 2τ cosω0 + τ2

)
,

then
lim

τ→+∞
φ(τ) = − 1

2 cosω0
and φ(0) = − 1

2 cosω0
.

The derivative of φ is

φ′(τ) =
(1 + 2τ cosω0 + τ2

1− 2τ cosω0 + τ2

)−1/2 τ2 − 1

2(1− 2τ cosω0 + τ2)2
.

The function φ has a minimum at τ = 1 and we can assert that ∀ τ ∈ (0,+∞), φ(τ) < − 1
2 cos ω0

.
Thus

A(ζ) ≤ − 1

2 cosω0
.

Consequently,
|R(ζ)|n < 2− 1

cosω0

which proves that Th is sectorial with the angle π
2 .

We can now construct the fractional power of the trapezoidal operator.

Theorem 3.2. For every 0 < α < 1 and for every f ∈ Xh,

Tα
h f(tn) =

(h
2

)α n∑
i=1

2F1

(
−n+ i, 1− α

1
; 2

)[
f(ti−1) + f(ti)

]
.

Proof. From Balakrishnan’s formula, we have

Tα
h f(tn) = − 1

Γ(α)Γ(1− α)

∞∫
0

λα−1R(−λ, Th)Thf(tn) dλ.

From the definition of the operators Th and R(λ, Th), we get

Tα
h f(tn) = J1 + J2,

where

J1 =
1

Γ(α)Γ(1− α)

∞∫
0

λα−1
( h

2λ+ h

n∑
j=1

[
f(tj−1) + f(tj)

])
dλ



92 Leila Khitri-Kazi-Tani, Hacen Dib

and

J2 =
−1

Γ(α)Γ(1− α)

∞∫
0

λα−1

(
2h2

(2λ+ h)2

n−1∑
j=1

(2λ− h

2λ+ h

)n−j−1
j∑

i=1

[
f(ti−1) + f(ti)

])
dλ.

By interchanging the summations and by expressing partial sums, we have

J2 =
−1

Γ(α)Γ(1− α)

n−1∑
i=1

[
f(ti−1) + f(ti)

]( ∞∫
0

λα−1 h

2λ+ h
dλ

)

+
1

Γ(α)Γ(1− α)

n−1∑
i=1

[
f(ti−1) + f(ti)

]( ∞∫
0

λα−1 h

2λ+ h

(2λ− h

2λ+ h

)n−i

dλ

)
.

It follows that

Tα
h f(tn) =

n∑
i=1

[
f(ti−1) + f(ti)

]( 1

Γ(α)Γ(1− α)

∞∫
0

λα−1 h

2λ+ h

(2λ− h

2λ+ h

)n−i

dλ

)
.

It all comes down to calculating the integral

J =
h

Γ(α)Γ(1− α)

∞∫
0

λα−1(2λ− h)n−i(2λ+ h)−n+i−1 dλ.

By using again the variable ζ = 2λ
h , the integral J becomes

J =
(h
2

)α 1

Γ(α)Γ(1− α)

∞∫
0

ζα−1(ζ − 1)n−i(ζ + 1)−n+i−1 dζ.

As
∞∫
0

ζα−1(ζ − 1)n−i(ζ + 1)−n+i−1 dζ =

∞∫
0

ζα−1

ζ + 1

(
1− 2

ζ + 1

)n−i

dζ,

the binomial formula implies
∞∫
0

ζα−1(ζ − 1)n−i(ζ + 1)−n+i−1 dζ

=

∞∫
0

ζα−1

ζ + 1

n−i∑
k=0

(
n− i

k

)(
− 2

ζ + 1

)k
dζ =

n−i∑
k=0

(
n− i

k

)
(−2)k

∞∫
0

ζα−1
( 1

ζ + 1

)k+1

dζ.

Using Euler’s beta integral [12, formula (5.12.1)], we have
∞∫
0

ζα−1
( 1

ζ + 1

)k+1

dζ = B(α, k − α+ 1) =
Γ(α)Γ(k − α+ 1)

k!

and then

J =
(h
2

)α 1

Γ(1− α)

n−i∑
k=0

(−1)k
(n− i)!

k!(n− i)!

Γ(k − α+ 1)

k!
2k.

Now, according to (2.2), we can write

J =
(h
2

)α n−i∑
k=0

(−n+ i)k(1− α)k
(1)k

(2)k

k!
=
(h
2

)α
2F1

(
−n+ i, 1− α

1
; 2

)
.
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We can therefore formulate

Tα
h f(tn) =

(h
2

)α n∑
i=1

2F1

(
−n+ i, 1− α

1
; 2

)[
f(ti−1) + f(ti)

]
.

Thanks to the formula of contiguous functions (see [12, formula 15.5.16]), the operator Tα
h is

written in its expanded form:

Tα
h f(tn) =

(h
2

)α
2F1

(
−n+ 1, 1− α

1
; 2

)
f(t0)

+ 2α
(h
2

)α n−1∑
i=1

2F1

(
−n+ i+ 1, 1− α

2
; 2

)
f(ti) +

(h
2

)α
f(tn). (3.2)

The theorem is proved.

Remark 3.1. In the matrix form, the fractional power of the matrix Th is Tα
h = ((Tα

h )n,j)0≤n,j≤N ,
where

(Tα
h )i,j =

(h
2

)α
×



1 if j = n and n ̸= 0,

2F1

(
−n+ 1, 1− α

1
; 2

)
if j = 0 and 1 ≤ n ≤ N,

2α 2F1

(
−n+ 1 + j, 1− α

2
; 2

)
if 1 ≤ j < n ≤ N,

0 otherwise.

Remark 3.2. Obviously, we obtain the spectral mapping theorem

σ(Tα
h ) =

{
λα, λ ∈ σ(Th)

}
.

Unlike the classic discrete fractional calculus where the laws of exponents must be proved, we get
the first and second laws of the exponent as an immediate consequence of the functional calculus.

Theorem 3.3. Let α, β ∈ ]0, 1[ . Then

1.
Tα+β
h = Tα

h T
β
h . (3.3)

2.
(Tα

h )
β = Tαβ

h . (3.4)

Result (3.3) is an immediate consequence of [6, Proposition 3.1.1 c)] and result (3.4) arises from [6,
Corollary 3.1.5].

4 Applications
For the first application of fractional power Tα

h , we prove the following result.

Theorem 4.1. For 0 < α < 1 and β > 0, we have

Tα
h ((tn)

β
h) =

(h
2

)α
2F1

(
−n+ 1,−α

1 + β
; 2

)
(tn)

β
h.

Proof. By formula (3.2), we get

Tα
h ((tn)

β
h) = 2α

(h
2

)α n−1∑
i=1

2F1

(
−n+ i+ 1, 1− α

2
; 2

)
((ti)

β
h) +

(h
2

)α
((tn)

β
h).
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Since

n−1∑
i=1

2F1

(
−n+ i+ 1, 1− α

2
; 2

)
((ti)

β
h)=hβ

n−1∑
i=1

n−i−1∑
k=0

(−1)k
Γ(n− i)

Γ(n− i− k)

(1− α)k
(2)k

(2)k

k!

Γ(i+ β)

Γ(i)
,

by interchanging order of summation, we get

n−1∑
i=1

2F1

(
−n+ i+ 1, 1− α

2
; 2

)
((ti)

β
h)

= hβ
n−2∑
k=0

(−1)k
(1− α)k
(2)k

(2)k

k!

n−k−1∑
i=1

Γ(n− i)

Γ(n− i− k)

Γ(i+ β)

Γ(i)

= hβ
n−2∑
k=0

(−1)k
(1− α)k
(2)k

(2)k

k!
Γ(k + 1)Γ(β + 1)

n−k−2∑
i=0

(k + 1)n−k−2−i

Γ(n− k − 2− i)!

(β + 1)i
(i)!

.

Using the Chu–Vandermonde identity [2, Remark 2.2.1]

n∑
k=0

(a)k(b)n−k

k!(n− k)!
=

(a+ b)n
n!

and (2.1), we get

n−1∑
i=1

2F1

(
−n+ i+ 1, 1− α

2
; 2

)
((tn)

β
h)

= Γ(β + 1)hβ
n−2∑
k=0

(−1)k
(1− α)k
(2)k

(2)k

k!
Γ(k + 1)

(β + k + 2)n−k−2

(n− k − 2)!

=
hβ

β + 1

Γ(β + n)

Γ(n− 1)

n−2∑
k=0

(−n+ 2)k(1− α)k(1)k
(2)k(β + 2)k

(2)k

k!
,

which leads to

Tα
h ((tn)

β
h) = hβ+α Γ(n+ β)

Γ(n)

(
1

2α
+

2α

2α
n− 1

β + 1

n−2∑
k=0

(−n+ 2)k(1− α)k(1)k
(2)k(β + 2)k

(2)k

k!

)
.

Depending on the function 3F2, Tα
h ((tn)

β
h) is written as

Tα
h ((tn)

β
h) = hβ+α Γ(n+ β)

Γ(n)

(
1

2α
+

2α

2α
n− 1

β + 1
3F2

(
−n+ 2, 1− α, 1

2, 2 + β
; 2

))
.

From the identity (2.4), we obtain

3F2

(
−n+ 2, 1− α, 1

2, 2 + β
; 2

)
=

β + 1

2α(n− 1)

(
2F1

(
−n+ 1,−α

1 + β
; 2

)
− 1

)
.

Consequently, we have

Tα
h ((tn)

β
h) = hβ+α Γ(n+ β)

Γ(n)

1

2α
2F1

(
−n+ 1,−α

1 + β
; 2

)
,

whence the theorem follows.
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An interesting consequence may be extracted from the above theorem.
For β = 1, we have

Tα
h ((tn)

1
h) = h1+α n

2α
2F1

(
−n+ 1,−α

2
; 2

)
,

which implies
Tµ
h T

α
h

(
(tn)

1
h

)
= Tµ

(
h1+α n

2α
2F1

(
−n+ 1,−α

2
; 2

))
.

Using formula (3.2), we get

Tµ

(
h1+α n

2α
2F1

(
−n+ 1,−α

2
; 2

))
= 2µ

(h
2

)µ h1+α

2α

n−1∑
i=1

i 2F1

(
−n+ i+ 1, 1− µ

2
; 2

)
2F1

(
−i+ 1,−α

2
; 2

)
+
(h
2

)µ
h1+α n

2α
2F1

(
−n+ 1,−α

2
; 2

)
= h

(h
2

)µ+α
(
2µ

n−1∑
i=1

i 2F1

(
−n+i+1, 1−µ

2
; 2

)
2F1

(
−i+1,−α

2
; 2

)
+ n 2F1

(
; 2
−n+1,−α

2
; 2

))
.

On the other hand,

Tα+µ
h ((tn)

1
h) = h1+α+µ n

2α+µ 2F1

(
−n+ 1,−α− µ

2
; 2

)
.

Putting the equalities together, we get
n−1∑
i=1

i 2F1

(
−n+ i+ 1, 1− µ

2
; 2

)
2F1

(
−i+ 1,−α

2
; 2

)
=

n

2µ

(
2F1

(
−n+ 1,−α− µ

2
; 2

)
− 2F1

(
−n+ 1,−α

2
; 2

))
.

We have then proved the following finite summation formula of the product of Gauss hypergeo-
metric functions. For every 0 < a, b < 1,

n∑
i=1

i 2F1

(
−n+ i, a

2
; 2

)
2F1

(
−i+ 1,−b

2
; 2

)
=

n+ 1

2(1− a)

(
2F1

(
−n, a− b− 1

2
; 2

)
− 2F1

(
; 2
−n,−b

2
; 2

))
,

which, to our knowledge, seems to be unknown. Expressed with the Meixner polynomials, the above
formula becomes

n∑
i=1

iMn−i(−a; 2,−1)Mi−1(b; 2,−1) =
n+ 1

2(1− a)

(
Mn(−a+ b+ 1; 2, 1)−Mn(b; 2,−1)

)
. (4.1)

5 Conclusion
In this paper, we proposed a new fractional h-discrete sum operator. On the one hand, we obtained
the fractional power of a particular lower triangular matrix. On the other hand, we found a finite
summation formula of a product of two hypergeometric polynomials. Two open problems arise natu-
rally. First: can Tα

h be used as an approximation formula for Riemann-Liouville operator? This will

be the fractional version of the well known result about the approximation of
b∫
a

f(x) dx by Th. The

second problem concerns the meaning of formula (4.1). Is there any relation with the general theory
of orthogonal polynomials?
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