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STABILIZATION OF BILINEAR TIME-VARYING SYSTEMS
WITH NORM-BOUNDED CONTROLS



Abstract. In this paper, we consider a class of bilinear time-varying systems. We study the stabiliza-
tion problem for these systems with norm-bounded controls by using Lyapunov techniques and the
solutions of Riccati differential equations. A numerical example is given to illustrate the efficiency of
the obtained result.
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ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ ÂÀÍáÉËÖËÉÀ ÏÒÀÃßÒ×ÉÅÉ, ÃÒÏÉÓ ÌÉÌÀÒÈ ÝÅËÀÃÉ ÓÉÓÔÄÌÄÁÉÓ ÊËÀÓÉ.
ËÉÀÐÖÍÏÅÉÓ ÔÄØÍÉÊÉÓÀ ÃÀ ÒÉÊÀÔÉÓ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏËÄÁÄÁÉÓ ÀÌÏÍÀáÓÍÄÁÉÓ ÂÀÌÏÚÄÍÄ-
ÁÉÈ ÛÄÓßÀÅËÉËÉÀ ÌÃÂÒÀÃÏÁÉÓ ÀÌÏÝÀÍÀ ÀÓÄÈÉ ÓÉÓÔÄÌÄÁÉÓÈÅÉÓ ÍÏÒÌÉÈ ÛÄÆÙÖÃÖËÉ ÌÀÒÈÅÉÈ.
ÌÉÙÄÁÖËÉ ÛÄÃÄÂÉÓ Ä×ÄØÔÖÒÏÁÉÓ ÓÀÉËÖÓÔÒÀÝÉÏÃ ÌÏÚÅÀÍÉËÉÀ ÒÉÝáÅÉÈÉ ÌÀÂÀËÉÈÉ.
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1 Introduction
The problem of controllability and stabilizability for linear control systems has received a considerable
amount of interest in the last few years [5,9,10]. This problem is an extension of the classical Kalman
result [3] on the controllability and stability of linear control systems. Linear nonautonomous control
systems are usually represented in the form

ẋ(t) = A(t)x(t) +B(t)u(t), t ∈ R+, (1.1)

where x(t) ∈ Rn and u(t) ∈ Rm. We assume that A(t) ∈ Rn×n and B(t) ∈ Rn×m are the matrices,
continuously depending on t. The global null-controllability (GNC) problem of the linear system (1.1)
concerns the question of finding an admissible control u(t) which leads an arbitrary state x0 to the
origin. The stabilization problem is aimed by means of a linear control to find a control u(t) = K(t)x(t)
such that the zero solution of the closed-loop system

ẋ(t) =
[
A(t) +B(t)K(t)

]
x(t), t ≥ 0,

is asymptotically stable in the Lyapunov sense. In this case one says that the system is stabilizable
with the stabilizing feedback control u(t) = K(t)x(t). For linear time-varying (LTV) systems, the first
result on the relationship between GNC problem and Riccati differential equation (RDE) was given
in [3] where it was proven that if the LTV control system (1.1) is GNC, then the RDE

Ṗ (t) +AT (t)P (t) + P (t)A(t)− P (t)B(t)BT (t)P (t) +Q(t) = 0, (1.2)

where Q(t) ≥ 0, has a positive semi-definite solution P (t). However, the existence of the positive
definite solution P (t) of the above RDE is not sufficient for the GNC. In [2], the authors prove that
the system is completely stabilizable if it is uniformly globally null-controllable. In [6], the authors
have developed the relationship between the exact controllability and complete stabilizability for
linear time-varying control systems in Hilbert spaces. In [7], the authors study the stabilization of
linear nonautonomous systems with norm-bounded controls (1.1), where the control u(t) satisfies the
following condition:

∥u(t)∥ ≤ r, t ∈ R+.

For autonomous systems, where the constant matrix A satisfies some appropriate spectral properties,
Slemrod [8] proposed a nonsmooth feedback control of the form

u(t) =


−rBTx(t)

∥BTx(t)∥
if ∥BTx(t)∥ ≥ r,

−BTx(t) if ∥BTx(t)∥ ≤ r.

In this paper, we consider the following bilinear time-varying (BTV) control system:

ẋ(t) = A(t)x(t) + u(t)B(t)x(t), t ∈ R+, (1.3)

where x(t) ∈ Rn, u(t) ∈ R, A(t) ∈ Rn×n, B(t) ∈ Rn×n.
The purpose of this paper is to discuss the problem of global uniform stabilization of the BTV

control system (1.3) with norm-bounded controls by using the Lyapunov techniques.

2 Preliminary results
We start by recalling some classical notation and definitions that will be useful throughout the paper.

• R+ denotes the set of all real nonnegative numbers.

• Rn denotes the n-dimensional space.

• ⟨x, y⟩ or xT y denote the scalar inner product of two vectors x, y ∈ Rn.
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• ∥x∥ denotes the Euclidean vector norm of x.

• Rn×m is the set of all n×m matrices.

• In denotes the identity matrix.

Let A ∈ Rn×n:

• AT denotes the transpose matrix of A; A is symmetric if and only if AT = A.

• λ(A) denotes the set of all eigenvalues of A.

• λmax(A) = max{Re(λ) : λ ∈ λ(A)}, λmin(A) = min{Re(λ) : λ ∈ λ(A)}.

• µ(A) denotes the matrix measure of the matrix A defined by

µ(A) =
1

2
λmax(A+AT ).

• L2([t, s],R) denotes the set of all square integrable R-valued functions on [t, s].

• The matrix A is bounded on R+ if there exists M > 0 such that sup
t≥0

∥A(t)∥ ≤ M .

• The matrix A ∈ Rn×n is positive semi-definite (A ≥ 0) if ⟨Ax, x⟩ ≥ 0 for all x ∈ Rn.

• M([0,∞),Rn
+) is the set of all symmetric positive semi-definite matrix functions, continuous and

bounded on [0,∞).

• The matrix function A(t) is positive definite (A(t) > 0) if there exists a constant c > 0 such
that ⟨A(t)x, x⟩ ≥ c∥x∥2 for all x ∈ Rn, t ≥ 0.

Now, we recall some classical definitions and results.
Let the system is described by the equation

ẋ = f(t, x), (2.1)

where the map f : R× U → Rn is continuous locally Lipschitz with respect to x, f(t, 0) = 0 ∀ t ≥ 0,
and U is an open set of Rn (0 ∈ U). Denote by x(t, t0) the solution of (2.1) starting at x0 at time t0.

Definition 2.1. The equilibrium point x = 0 of system (2.1) is said to be

(i) stable if ∀ ε > 0, ∀ t0 ≥ 0, ∃ δ = δ(t0, ε) > 0 such that ∀x0 ∈ Rn one has

∥x0∥ < δ =⇒ ∥x(t, t0)∥ < ε, ∀ t ≥ t0;

(ii) uniformly stable if (i) holds where δ = δ(ε) is independent of t0;

(iii) attractive if there exists a neighborhood V of 0 such that for any initial condition x0 belonging
to V, the corresponding solution x(t, t0) is defined for all t ≥ 0 and lim

t→+∞
x(t, t0) = 0. If V = Rn,

then x = 0 is globally attractive;

(iv) asymptotically stable if it is stable and attractive;

(v) uniformly asymptotically stable if it is uniformly stable and, in addition, there exists c > 0 such
that for all ε > 0, there exists τ > 0 such that for all x0 ∈ Rn

∥x0∥ < c =⇒ ∥x(t, t0)∥ < ε, ∀ t ≥ τ + t0;

(vi) globally uniformly asymptotically stable if it is uniformly stable, δ(ε) can be chosen to satisfy
lim

ε→+∞
δ(ε) = +∞, and for all c > 0 and for all ε > 0, there exists τ > 0 such that for all x0 ∈ Rn,

∥x0∥ < c =⇒ ∥x(t, t0)∥ < ε, ∀ t ≥ τ + t0.
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Definition 2.2. The pair (A(t), B(t)) is said to be GNC if the associated linear control system (1.1)
is GNC in the following sense:

for every x0 ∈ Rn, there exist a number τ > 0 and an admissible control u(t) such that x(τ) = 0.

We recall the following controllability criterion that will be used later.

Proposition 2.1 ([1,3]). The pair (A(t), B(t)) is GNC if and only if one of the following conditions
holds:

(i) there exist t > 0 and c > 0 such that

t∫
0

∥∥BT (s)UT (t, s)
∥∥ ds ≥ c ∥UT (t, 0)∥2, ∀x ∈ Rn;

(ii) A(t), B(t) are analytic on R+ and the rank M(t0) = n for some t0 > 0, where

M(t) =
[
M0(t),M1(t), . . . ,Mn−1(t)

]
;

M0 := B(t), Mi+1(t) = −A(t)Mi(t) +
d

dt
Mi(t), i = 0, 1, . . . , n− 2.

Definition 2.3. A scalar continuous function α(r) defined for r ∈ [0, a[ belongs to the class K if it is
strictly increasing and α(0) = 0. It belongs to the class K∞ if it is defined for all r ≥ 0 and α(r) → ∞
as r → ∞.

Theorem 2.1 ([4]). Let r > 0 and denote Br = {x ∈ Rn, ∥x∥ < r}. Let V : R+ × Br → R be a
smooth function. If there exists functions α1, α2 and α3 of the class K defined on [0, a[ and satisfying:
∀ t ≥ t0 and ∀x ∈ Br,

α1(∥x∥) ≤ V (t, x) ≤ α2(∥x∥), (2.2)
V̇ (t, x) ≤ −α3(∥x∥), (2.3)

then the origin x = 0 is uniformly asymptotically stable (UAS). If Br = Rn and α1 and α2 are two
functions of the class K∞, then the origin x = 0 is globally uniformly asymptotically stable (GUAS).

To solve the stabilization problem of the bilinear system (1.3) the RDE (1.2) is useful.

Theorem 2.2 ([6]). The following statements are equivalent:

(i) the pair (A(t), B(t)) is GNC;

(ii) for Q ∈ M([0,∞),Rn
+), the RDE (1.2) has a solution P ∈ M([0,∞),Rn

+).

3 The main results
Let us consider the BTV control system (1.3)

ẋ(t) = A(t)x(t) + u(t)B(t)x(t), t ∈ R+,

where x(t) ∈ Rn, u(t) ∈ R, A(t), B(t) are matrix functions, continuous and bounded on [0,∞).
Suppose that the pair (A(t), B(t)) is GNC. Then for Q ∈ M([0,∞),Rn

+), the RDE (1.2) has a solution
P ∈ M([0,∞),Rn

+). Denote
b = sup

t≥0
∥B(t)∥, p = sup

t≥0
∥P (t)∥.

In what follows, we need the following assumptions:

(H1) The BTV control system (1.3) is GNC.
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(H2) η = inf
t≥0

∥Q(t)∥ satisfies η > p2b2.

Proposition 3.1. Let B(t) and P (t) be bounded matrix functions. Then for r > 0, the function

g(t, x) = −r
( ∥B(t)∥ ∥P (t)∥ ∥x∥
1 + ∥B(t)∥ ∥P (t)∥ ∥x∥

)
B(t)x

is globally Lipschitz with respect to x ∈ Rn.
Proof. Let x1, x2 ∈ Rn, t ≥ 0. We have

∥g(t, x1)− g(t, x2)∥ = r

∥∥∥∥ ∥B(t)∥ ∥P (t)∥ ∥x2∥
1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥

B(t)x2 −
∥B(t)∥ ∥P (t)∥ ∥x1∥

1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥
B(t)x1

∥∥∥∥
≤ r∥B(t)∥2∥P (t)∥

∥∥∥∥ ∥x2∥x2

1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥
− ∥x1∥x1

1 + ∥B(t)∥ ∥P (t) ∥∥x1∥

∥∥∥∥
≤ r∥B(t)∥2∥P (t)∥

∥∥∥∥∥x2∥x2 − ∥x1∥x1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥ ∥x2∥(x2 − x1)

(1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥)(1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥)

∥∥∥∥.
Since ∥∥∥x2∥x2 − ∥x1∥x1

∥∥ =
∥∥∥∥x2∥x2 − ∥x1∥x2 + ∥x1∥x2 − ∥x1∥x1

∥∥∥
≤ ∥x2∥ ∥x2 − x1∥+ ∥x1∥ ∥x2 − x1∥
≤ ∥x2 − x1∥

(
∥x2∥+ ∥x1∥

)
,

we get

∥g(t, x1)− g(t, x2)∥

≤ r∥B(t)∥2∥P (t)∥ ∥x1 − x2∥
[

∥x2∥+ ∥x1∥+ ∥B(t)∥ ∥P (t)∥ ∥x1∥ ∥x2∥
(1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥)(1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥)

]
≤ r∥B(t)∥2∥P (t)∥ ∥x1 − x2∥

[
∥x1∥+ ∥x2∥(1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥)

(1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥)(1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥)

]
≤ r∥B(t)∥ ∥x1 − x2∥

[
∥B(t)∥ ∥P (t)∥ ∥x1∥

(1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥)(1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥)

+
∥B(t)∥ ∥P (t)∥ ∥x2∥

1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥

]
≤ 2rb∥x1 − x2∥.

Therefore the function g(t, x) is a globally Lipschitz function with respect to x.

Theorem 3.1. Suppose that the conditions (H1) and (H2) are fulfilled. Then if we choose 0 < r <
η−p2b2

2pb , the feedback function

u(t, x) = −r
( ∥B(t)∥ ∥P (t)∥ ∥x∥
1 + ∥B(t)∥ ∥P (t)∥ ∥x∥

)
, t ∈ R+, x ∈ Rn, (3.1)

is bounded and makes system (1.3) GUAS.
Proof. Let us consider the Lyapunov function

V (t, x) = ⟨P (t)x, x⟩, t ∈ R+, x ∈ Rn.

Since P is a positive definite symmetric matrix, we can reduce condition (2.2) of Theorem 2.1 by
choosing α1(∥x∥) = c∥x∥2 and α2(∥x∥) = p∥x∥2. Furthermore, the derivative of V (t, x) along the
solutions of the closed-loop system (1.1) by the feedback (3.1) is

V̇ (t, x) = ⟨ ˙P (t)x, x⟩+ 2⟨P (t)ẋ, x⟩

≤ −η∥x∥2 +
⟨
P (t)B(t)B(t)TP (t)x, x

⟩
− 2r

∥B(t)∥ ∥P (t)∥ ∥x∥
1 + ∥B(t)∥ ∥P (t)∥ ∥x∥

⟨P (t)B(t)x, x⟩.
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Since ∣∣⟨P (t)B(t)x, x⟩
∣∣ ≤ ∥P (t)∥ ∥B(t)∥ ∥x∥2,

we get

V̇ (t, x) ≤ −η∥x∥2 + ∥P (t)∥2∥B(t)∥2∥x∥2 + 2r
∣∣⟨P (t)B(t)x, x⟩

∣∣
≤ −η∥x∥2 + ∥P (t)∥2∥B(t)∥2∥x∥2 + 2r∥P (t)∥ ∥B(t)∥ ∥x∥2

≤ (p2b2 − η + 2rpb)∥x∥2.

By choosing α3(∥x∥) = (η − p2b2 − 2rpb)∥x∥2, condition (2.3) of Theorem 2.1 is well checked. So,
the closed loop system (1.3) is globally uniformly asymptotically stable. Moreover, |u(t, x)| ≤ r,
∀(t, x) ∈ R+ × Rn.

Now, let us consider the dynamical control system

ẋ(t) = A(t)x(t) + u(t)B(t)x(t) + F (t, x), t ∈ R+, (3.2)

where x(t) ∈ Rn, F : [0,+∞[×Rn → Rn is a nonlinear continuous function which is locally Lipschitz
with respect to x.

Theorem 3.2. If F (t, x) satisfies the condition

∥F (t, x)∥ ≤ γ∥x ∥, ∀ t ≥ 0, ∀x ∈ Rn,

where γ is a positive number satisfying

0 < γ <
η − p2b2 − 2rpb

2p
, (3.3)

then the closed loop system (3.2) by the feedback function (3.1) is GUAS.

Proof. Let us consider the Lyapunov function

V (t, x) = ⟨P (t)x, x⟩, t ∈ R+, x ∈ Rn,

and let the feedback control be of form (3.1). The derivative of V along the solutions of the system
(3.2) by using the chosen feedback control (3.1) and the RDE (1.2), results in

V̇ (t, x) =
⟨
Ṗ (t)x, x⟩+ 2⟨P (t)ẋ, x

⟩
≤ (p2b2 − η + 2rpb)∥x∥2 + 2

⟨
P (t)F (t, x), x(t)

⟩
≤ (p2b2 − η + 2rpb)∥x∥2 + 2∥P (t)∥ ∥F (t, x)∥ ∥x(t)∥
≤ (p2b2 − η + 2rpb)∥x∥2 + 2γ∥P (t)∥ ∥x(t)∥∥x(t)∥
≤ (p2b2 − η + 2rpb+ 2pγ)∥x∥2.

The proof of the theorem is completed by using condition (3.3) and Theorem 2.1.

Theorem 3.3. If F (t, x) satisfies

∥F (t, x)∥ ≤ γ∥x∥d, ∀ t ≥ 0, ∀x ∈ Rn,

where d > 1, then the closed loop system (3.2) by the feedback function (3.1) is locally uniformly
asymptotically stable.

Proof. Let us consider the Lyapunov function

V (t, x) = ⟨P (t)x, x⟩, t ∈ R+, x ∈ Rn,

and let the feedback control be of form (3.1).
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The derivative of V along the solutions of system (3.2) by using the chosen feedback control (3.1)
and the RDE (1.2) gives

V̇ (t, x) = ⟨Ṗ (t)x, x⟩+ 2⟨P (t)ẋ, x⟩
≤ (p2b2 − η + 2rpb)∥x∥2 + 2

⟨
P (t)F (t, x), x(t)

⟩
≤ (p2b2 − η + 2rpb)∥x∥2 + 2∥P (t)∥ ∥F (t, x)∥ ∥x(t)∥
≤ (p2b2 − η + 2rpb)∥x∥2 + 2γ∥x∥d∥P (t)∥ ∥x(t)∥
≤

(
p2b2 − η + 2rpb+ 2pγ∥x∥d−1

)
∥x∥2.

So, for x in a small neighborhood of the origin, p2b2 − η + 2rpb + 2pγ∥x∥d−1 < −ρ < 0. Then
V̇ (t, x) ≤ −ρ∥x∥2, which implies that the origin is locally uniformly asymptotically stable.

4 Example
Let us consider the bilinear time-varying control system

ẋ(t) = A(t)x(t) + u(t)B(t)x(t), (4.1)
where x(t) ∈ R2,

A(t) =

(
−e−t 1
−1 e−t

)
and B(t) =

(
e−t 0
0 e−t

)
.

To verify the global null-controllablity of system (4.1), we apply Proposition (2.1)(ii). Denote

M(t) =

[
e−t 0 e−2t − e−t −e−t

0 e−t e−t −e−2t − e−t

]
.

It is easy to verify that rank(M(t)) = 2 for all t ≥ 0. By taking Q = 100I2 ∈ M([0,∞),R2
+), the

RDE (1.2) has a solution P (t) ∈ M([0,∞),R2
+).

    

Figure 1. Dynamics of the closed BTV system ẋ(t) = A(t)x(t) + u(t, x)B(t)x(t).

Using the Lyapunov function
V (t, x) = ⟨P (t)x, x⟩

and the feedback function
u(t, x) = −20

∥B(t)∥ ∥P (t)∥ ∥x∥
1 + ∥B(t)∥ ∥P (t)∥ ∥x∥

,

we verify that there exists α > 0 such that
V̇ (t, x) ≤ −α∥x∥2, ∀t ∈ R+, ∀x ∈ Rn.

So, according to Theorem 3.1, system (4.1) is GUAS (see Figure 1).



Stabilization of Bilinear Time-Varying Systems with Norm-Bounded Controls 115

References
[1] N. U. Ahmed, Element of Finite-dimensional Systems and Control Theory Pitman SPAM. Long-

man Sci. Tech. Publ., 1990.
[2] M. Ikeda, H. Maeda and Sh. Kodama, Stabilization of linear systems. SIAM J. Control 10 (1972),

716–729.
[3] R. E. Kalman, Y. C. Ho and K. S. Narendra, Controllability of linear dynamical systems. Con-

tributions to Differential Equations 1 (1963), 189–213.
[4] H. K. Khalil, Nonlinear Systems. Macmillan, New York, 3rd edition, 2001.
[5] V. N. Phat, Stabilization of linear continuous time-varying systems with state delays in Hilbert

spaces. Electron. J. Differential Equations 2001, 13pp. no. 67
[6] V. N. Phat and Q. P. Ha, New characterization of controllability via stabilizability and Riccati

equation for LTV systems. IMA J. Math. Control Inform. 25 (2008), no. 4, 419–429.
[7] V. N. Phat and P. Niamsup, Stabilization of linear nonautonomous systems with norm-bounded

controls. J. Optim. Theory Appl. 131 (2006), no. 1, 135–149.
[8] M. Slemrod, Feedback stabilization of a linear control system in Hilbert space with an a priori

bounded control. Math. Control Signals Systems 2 (1989), no. 3, 265–285.
[9] W. M. Wonham, Linear Multivariable Control: a Geometric Approach. Second edition. Applica-

tions of Mathematics, 10. Springer-Verlag, New York–Berlin, 1979.
[10] J. Zabczyk, Mathematical Control Theory: an Introduction. Systems & Control: Foundations &

Applications. Birkhäuser Boston, Inc., Boston, MA, 1992.

(Received 09.03.2020)

Authors’ address:

Faculté des sciences de Sfax, Département de Math, Route de la Soukra km 3.5 – B.P. n: 1171 –
3000 Sfax, Tunisie.

E-mails: fawzi−omri@yahoo.fr; Fehmi.mabrouki@yahoo.fr; thouraya.kharrat@fss.rnu.tn


