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1 Introduction
Homogeneous systems appear naturally as local approximations of nonlinear systems. In order to make
use of this approximation property in the design of locally stabilizing feedback for nonlinear systems,
the main idea lies in the construction of homogeneous feedback, i.e., feedback laws that preserve the
homogeneity of the resulting closed-loop systems. These laws can be shown to be locally stabilizing
also for the approximated nonlinear system. Regarding the existence of stabilizing continuous feedback
laws, it was shown in [12] that for general controllable homogeneous systems, the existence of stabilizing
feedback does not necessarily imply the existence of a homogeneous stabilizing feedback. Homogeneous
bilinear systems are a second-order approximation of the nonlinear system ẋ = f(x) + ug(x) with
f(0) = 0 and g(0) = 0. These systems can be written in the form

ẋ = Ax+ uBx, A,B ∈ Mn(R), x ∈ Rn, u ∈ R. (1.1)

In addition to the rich mathematical structure that motivates the problem, we can consider this as
a stabilization problem for systems with a first-order singularity at an equilibrium point. Vector fields
Ax and Bx are the first-order approximations of the state and the input vector fields. We illustrate
this aspect by considering a numerical example. More precisely, we investigate the stabilization of a
class of the bilinear system (1.1) in three dimensions. We suppose that the surface containing invariant
straight lines is a submanifold with a special algebraic equation.

Many researchers are evolved in the above-mentioned subject [1, 3, 6, 7]. Bacciotti–Boieri [2] give
a complete classification of such systems in the plane. In dimension two, a complete classification
was given by Chabour, Sallet and Vivalda [4]. In particular, they introduced homogeneous feedbacks
of zero degree to stabilize these systems. In [11], the authors consider a class of bilinear systems
in dimension three and study the stabilization problem by continuous feedback and by homogeneous
feedback of degree zero. The stabilizing feedback is explicitly given. In [9], the authors consider a class
of bilinear systems in dimension three which can be an extension of another one in dimension two.
They prove that there exists some homogeneous feedback of degree zero stabilizing the considered
class if and only if these feedbacks are constants.

In [10], the authors prove that in the case of bilinear systems in R2 or R3, the stabilization by a
constant feedback is analytically solved by determining the eigenvalues of the matrix A + αB with
α ∈ R.

In the present work, we consider the problem of explicitly constructing of a feedback law u(x)
which is homogeneous of degree zero and asymptotically stabilizes system (1.1) under the following
assumption:

det(Ax,Bx, x) = R(x1, x2)− x3q(x1, x2).

The fundamental idea is that if a vector field X of the closed-loop system by a homogeneous feedback
(defined on R3)

ẋ = Ax+ u(x)Bx

is homogeneous, then it induces a dynamical system on a lower-dimensional space: the unit sphere
S2. The main tool of this paper is the theorem of Coleman [5] who gives the necessary and sufficient
conditions for global asymptotic stability (G.A.S.) of a homogeneous system in 3-space.

2 Preliminaries
Next, let us consider the system

ẋ = X(x), (2.1)

where x ∈ R3 and X is a homogeneous vector field (not necessarily polynomial) of odd degree.
In the following, ∥ · ∥ and ⟨ · , · ⟩ denote, respectively, the usual two-norm and standard inner

product on Rn (i.e., for x ∈ Rn, ∥x∥ =
√

x2
1 + · · ·+ x2

n; ⟨x, y⟩ =
n∑

i=1

xiyi).



4 Fehmi Mabrouk, Thouraya Kharrat

Let x ∈ R3 \ {0}, r = ∥x∥ and y = x
r . Differentiating x = ry and denoting rm−1(t)dt = dτ , we

obtain a system on the unit sphere S2 by writing the equation satisfied by ẏ:

ẏ = X(y)− ⟨X(y), y⟩y. (2.2)

Coleman proved the following theorem.

Theorem 2.1 ([5]). The origin is an asymptotically stable equilibrium point for system (2.1) if and
only if the following conditions are satisfied:

(a) ⟨X(y), y⟩ < 0 for all equilibrium points of (2.2).

(b)
ϱ∫
0

⟨X(y(s)), y(s)⟩ dt < 0 for any periodic solution y(s) of system (2.2) (ϱ denotes the period of

y(s)).

Definition. Let N be a subset of R3, we say that N is an invariant set by the trajectories of system
(2.1) if:

for all y0 ∈ N , one has ct(y0) ∈ N for all t ∈ R (ct(y0) is the solution of equation ẋ = X(x) and
c0(y0) = y0).

Remark 2.1. If N is a submanifold of R3, then: N is an invariant set by the trajectories of system
(2.1) if

for all y0 ∈ N , one has X(y) ∈ TyN (TyN is the tangent space of N at the point y).

3 Main results
We consider the bilinear system

ẋ = Ax+ uBx, A,B ∈ M3(R), x ∈ R3 and u ∈ R. (3.1)

In any basis of R3, the matrices A and B take the following forms:

A =

a11 a12 a13
a21 a22 a23
a31 a32 a33

 and B =

b11 b12 b13
b21 b22 b23
b31 b32 b33

 .

The closed-loop system (3.1) by a homogeneous feedback of degree zero v(x) is

ẋ = Ax+ v(x)Bx = X(x).

The vector field X can be written as

X(x) =

X1(x)

X2(x)

X3(x)

 =

A1(x) + v(x)B1(x)

A2(x) + v(x)B2(x)

A3(x) + v(x)B3(x)

 ,

where

Ai(x) = ai1x1 + ai2x2 + ai3x3 and Bi(x) = bi1x1 + bi2x2 + bi3x3 for i = 1, 2, 3.

Since X is homogeneous of degree one, we can associate with it a vector field Y defined on the
unit sphere S2 by

Y (y) = X(y)− ⟨X(y), y⟩y.

If y0 is an equilibrium point of Y , then Y (y0) = 0, so X(y0) = ⟨X(y0), y0⟩y0. The following lemma
gives a localization of the equilibrium points of the system

ẏ = Y (y). (3.2)
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Lemma 3.1. The equilibrium points of Y are contained in the surface

M =
{
x ∈ R3 : det(Ax,Bx, x) = 0

}
.

Proof. It is clear that if y is an equilibrium point of Y , then Y (y) = 0. So,

X(y) = ⟨X(y), y⟩y.

Taking into account the form of X, we get

Ay + v(y)By = ⟨X(y), y⟩y.

Finally, the vectors {Ay,By, y} are linearly dependant and det(Ay,By, y) = 0.

Next, we introduce the following homogeneous functions: for x ∈ R3, for i = 1, 2, 3, j = 1, 2, 3 and
i ̸= j,

Gij(x) := det
(
Bi(x) xi

Bj(x) xj

)
, Hij(x) := det

(
Ai(x) xi

Aj(x) xj

)
, Fij(x) := det

(
Ai(x) Bi(x)

Aj(x) Bj(x)

)
.

It is clear that
Φij(x) = det

(
Xi(x) xi

Xj(x) xj

)
= Hij(x) + vij(x)Gij(x).

Remark 3.1. Without loss of generality, for i = 1, j = 2 we get the functions G, H, F and Φ defined
as follows:

G(x) := det
(
B1(x) x1

B2(x) x2

)
, H(x) := det

(
A1(x) x1

A2(x) x2

)
, F(x) := det

(
A1(x) B1(x)

A2(x) B2(x)

)
.

It is clear that
Φ(x) = det

(
X1(x) x1

X2(x) x2

)
= H(x) + v(x)G(x).

The functions G, H, Φ and F play an important role in determining the invariant lines of system
(3.1), hence, the equilibrium points of system (3.2) and the construction of the feedback v.

Lemma 3.2. Let a ∈ R3 \ {0} be a point such that F(a) ̸= 0 and (a1, a2) ̸= (0, 0). y = a
∥a∥ is an

equilibrium point of Y if and only if

y ∈ M∩ S2 and Φ(a) = 0.

Proof. If y is an equilibrium point of Y , then by Lemma 3.1, the point y is in the set M∩ S2, and
we have X(y) = νy, ν ∈ R (⟨y⟩ is an invariant straight line associate with the system ẋ = X(x) =
Ax+ v(x)Bx),

X(y) = νy =⇒

X1(y)

X2(y)

X3(y)

 =

νy1
νy2
νy3

 .

It is clear that
Φ(y) = det

(
X1(y) y1
X2(y) y2

)
= 0 =⇒ Φ(a) = 0.

Inversely, if a satisfies
y ∈ M∩ S2 and Φ(a) = 0,

then there exists (α1, α2) ̸= (0, 0) such that

α1

(
X1(a)

X2(a)

)
+ α2

(
a1
a2

)
=

(
0
0

)
.
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From the assumption (a1, a2) ̸= (0, 0), we can deduce that α1 ̸= 0. The point a satisfies the condition

F(a) := det
(
A1(a) B1(a)

A2(a) B2(a)

)
̸= 0,

then the family {(
A1(a)

A2(a)

)
,

(
B1(a)

B2(a)

)}
is a basis of R2.

If we suppose that α2 = 0, we obtain

α1

(
X1(a)

X2(a)

)
= α1

(
A1(a)

A2(a)

)
+ α1v(a)

(
B1(a)

B2(a)

)
=

(
0
0

)
,

which is absurd, thus α2 ̸= 0.
Using the fact that a ∈ M, we can deduce that there exists (β1, β2, β3) ̸= (0, 0, 0) such that

β1Aa+ β2Ba+ β3a = 0. It is clear that

β1

(
A1(a)

A2(a)

)
+ β2

(
B1(a)

B2(a)

)
+ β3

(
a1
a2

)
=

(
0
0

)
.

Using the argument that
{(

A1(a)

A2(a)

)
,

(
B1(a)

B2(a)

)}
is a basis of R2 and (a1, a2) ̸= (0, 0), we can deduce

that β3 ̸= 0 and we have

α1

(
A1(a)

A2(a)

)
+ α1v(a)

(
B1(a)

B2(a)

)
+ α2

(
a1
a2

)
=

(
0
0

)
.

We deduce that
β1

β3
=

α1

α2
and β2

β3
= v(a)

α1

α2
,

and
Aa+ v(a)Ba+

α2

α1
a = 0.

Finally, one has Y (y) = −α2

α1
y and y is an equilibrium point of Y .

Proposition 3.1. Suppose that the equilibrium points of Y satisfy F (y) ̸= 0. The vector field Y
satisfies the first condition of Coleman’s theorem if and only if

Φ(y) = 0 and F(y)

G(y)
> 0.

Proof. Let a ∈ R3 \ {0} and y = a
∥a∥ . Notice that if y is an equilibrium point of Y , then X(x) = νx

(ν = ⟨X(x), x⟩) and (
A1(a)

A2(a)

)
+ v(a)

(
B1(a)

B2(a)

)
= ν

(
a1
a2

)
.

Therefore, (
A1(a) B1(a)

A2(a) B2(a)

)(
1

v(a)

)
= ν

(
a1
a2

)
,

and by the fact that F (y) ̸= 0, one has(
1

v(a)

)
= ν

(
A1(a) B1(a)

A2(a) B2(a)

)−1 (
a1
a2

)
.
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Thus 1 = −ν F(a)
G(a) . Finally,

ν = ⟨X(a), a⟩ = −G(a)
F(a)

.

The vector field Y satisfies the first condition of Coleman’s theorem, then ν = ⟨X(a), a⟩ < 0, which is
equivalent to

F(a)

G(a)
> 0.

The main contribution of the paper is the following statement.

Theorem 3.1. We suppose that P = {x ∈ R3 : ⟨x,Bx⟩ = 0} is not invariant by the trajectories
of Y (x) and the surface M is not invariant by the trajectories of Bx. If there exists a homogeneous
feedback of degree zero v which stabilizes the system ẋ = Ax+v(x)Bx = X(x) in all invariant straight
lines, then for n > 0 large enough, the homogeneous feedback u(x) = v(x) + w(x) with

w(x) = −n
det(Ax,Bx, x)2⟨x,Bx⟩

(x2
1 + x2

2 + x2
3)

4

makes system (3.1) globally asymptotically stable at the origin.

Proof. We denote
Xn(x) =

1

n
X(x) +

1

n
v(x)Bx.

The feedback v is chosen such that Y is asymptotically stable in all invariant straight lines. Since
w(x) = 0 for all x ∈ M, Xn satisfies the first condition of Coleman’s theorem.

Suppose that the second condition of Coleman’s theorem is not satisfied, then there exists N0 > 0
such that for all n > N0, there exists a periodic solution cn(t) of the equation

ẏ = Xn(y)− ⟨Xn(y), y⟩y = X̃n(y), y ∈ S2, (3.3)

satisfying
ϱn∫
0

⟨Xn(cn(s)), cn(s)⟩ ds ≥ 0. (3.4)

The periodic orbit is defined by Υn = {cn(t), t ∈ [0, ϱn]} with cn(t). So, there exists a function g(n)
increasing on the set of integers N such that

lim
n→+∞

cg(n)(t) = c(s)

(cn(s) is defined in the united sphere S2). Thus

lim
n→+∞

ϱg(n)∫
0

〈
Xg(n)(cg(n)(s)), cg(n)(s)

〉
ds = −

ϱ∫
0

det
(
Ac(s), Bc(s), c(s)

)2〈
c(s), Bc(s)

〉2
ds ≥ 0,

where
lim

n→+∞
ϱg(n) = ϱ ∈ R+ ∪ {+∞}.

Since ϱ ≥ 0 and
det(Ac(s), Bc(s), c(s))2⟨c(s), Bc(s)⟩2 ≥ 0,

we can deduce that ϱ = 0, or c(s) ∈ M∪ P .
First, if lim

n→+∞
ϱg(n) = ϱ = 0, then these periodic orbits Υn are around an equilibrium point y0 of

equation (3.3). The straight line D = ⟨y0⟩ is invariant by the trajectories of Xn and X. The length
of Υn is defined by

L(Υn) =

ϱn∫
0

∥ċn(t)∥ dt.
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It is clear that
L(Υn) ≤ ϱn sup

w∈Υn

∥X̃n(w)∥.

We deduce that
lim

n→+∞
L(Υg(n)) = 0 and c(t) = y0 ∀ t ∈ R.

The feedback v is chosen to satisfy ⟨X(y0), y0⟩ < 0. The vector field X is continuous, then for ε small
enough, one has ⟨Xg(n)(x), x⟩ < 0 for all x ∈ B(y0, ε) = {x ∈ R3 such that ∥x − y0∥ < ε}. Using the
fact that c(t) = y0 ∀ t ∈ R, we get that for n large enough, cg(n)(t) ∈ B(y0, ε) ∀ t ∈ R. So, we can
write

ϱg(n)∫
0

〈
Xg(n)(cg(n)(s)), cg(n)(s)

〉
ds < 0.

This contradicts hypothesis (3.4).
In the case ϱ > 0 and c(s) ∈ M∪P , we can say that the trajectories of Xn are the same trajectories

of the vector field Zn = 1
∥Xn∥Xn and the periodic orbits of X̃n are the same orbits of

Z̃n = Zn(y)− ⟨Zn(y), y⟩y.

It is clear that

lim
n→+∞

Xn(x) = lim
n→+∞

1

n
X(x) +

1

n
v(x)Bx = −det(Ax,Bx, x)2⟨x,Bx⟩

(x2
1 + x2

2 + x2
3)

4
Bx,

So,

Z(x) = lim
n→+∞

Zn(x) =


−Bx

∥Bx∥
if ⟨x,Bx⟩ > 0,

Bx

∥Bx∥
if ⟨x,Bx⟩ < 0.

It follows that
ẏ = Z̃(y) =

−By

∥By∥
+
〈 By

∥By∥
, y
〉
y

is a tangent to the trajectory c(s) when c(s) ̸∈ P , where c(s) is the solution of ẏ = Z̃(y). Under the
hypothesis that M is not invariant by the constant vector field Bx, we can write Bx ̸∈ Tc(s)M (with
the exception of some points). It follows that c(s) ∈ P . But this is impossible because of the equality

lim
n→+∞

nX̃n(c(s)) = X̃(c(s)).

We deduce that X̃(c(s)) is a tangent to the trajectory {c(t), t ∈ R} and P is invariant by the trajectories
of X.

Remark 3.2. If there exists a feedback v stabilizing system (3.1) in all invariant straight lines, then
for any homogeneous function of degree zero ṽ such that ∥v − ṽ∥ < ε, the vector field X = A + ṽB
satisfies condition 1 of Coleman’s theorem. The assumption that P is invariant by the trajectories of
X is equivalent to that P is invariant by the trajectories of both vector fields Ax and Bx.

4 Construction of the feedback function v

The homogeneous feedback v stabilizes system (3.1) in all invariant straight lines if the conditions of
Proposition 3.1 are satisfied. Next, we try to construct the homogeneous function v such that all zeros
of the equation

Φ(x) = H(x) + v(x)G(x), x ∈ M,
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are contained in the set K = {x ∈ R3 : F(x)G(x) > 0}. Our ability to solve this problem depends
on the choice of the form of the surface M. The candidate is the submanifold with the following
algebraic equation:

det(Ax,Bx, x) = R(x1, x2)− x3q(x1, x2), (4.1)

where q is a definite quadratic form and R is a polynomial function of degree three. Under this
assumption, it is clear that

x ∈ M if and only if x3 =
R(x1, x2)

q(x1, x2)
.

We define the homogeneous function of degree 4 in dimension two as follows:

G′(x1, x2) = q(x1, x2)G
(
x1, x2,

R(x1, x2)

q(x1, x2)

)
.

For x2 ̸= 0, we can write
G′(x1, x2) = G′

(
x2

(x1

x2
, 1
))

= x4
2G′(s, 1),

where s = x1

x2
. It is clear that if G′(s, 1) is a polynomial of degree 4, then G′ takes one of the following

forms:

G′(x1, x2) = (c1x1 − c̃1x2)(c2x1 − c̃2x2)q1(x1, x2),

G′(x1, x2) = (c1x1 − c̃1x2)(c2x1 − c̃2x2)(c3x1 − c̃3x2)(c4x4 − c̃4x2),

G′(x1, x2) = q1(x1, x2)q2(x1, x2),

where qi are definite positive quadratic forms. Since H is a homogeneous polynomial of degree 2, we
have that

H′(x1, x2) = q(x1, x2)H
(
x1, x2,

R(x1, x2)

q(x1, x2)

)
is an homogeneous function of degree 4 in dimension two. Next, we define the following polynomial
functions:

g(s) := G′(s, 1), h(s) := H′(s, 1) and f(s) := F
(
s, 1,

R(s, 1)

q(s, 1)

)
.

Under these notation, we can easily prove that the conditions of Proposition 3.1 are equivalent to the
following: the roots of the equation

ϕ(s) = h(s) + v
(
s, 1,

R(s, 1)

q(s, 1)

)
g(s) = 0, (4.2)

are contained in the set {s ∈ R : f(s)g(s) > 0}.

Theorem 4.1. Let there exist a polynomial function ϕ of even degree 2n > 4 and a definite polynomial
P of degree 2n− 2 satisfying the conditions:

(A1) a real root of the polynomial function g(s) is also a root of ϕ− Ph with the same multiplicity,

(A2) if s is a real root of ϕ, then f(s)g(s) > 0.

Then the feedback law

v(x) =
xn1
2 P1(

x1

x2
)

xn1
2 P2(

x1

x2
) + (x3 − R

q (x1, x2))n1

is C∞ on R3 \ {(0, 0, 0)}, homogeneous of degree 0 and stabilizes system (3.1) in all invariant straight
lines (with P1(s)

P2(s)
= ϕ(s)−P (s)h(s)

P (s)g(s) is a polynomial fraction smooth on R, P2(s) > 0 and n1 is the degree
of P2).
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Proof. Suppose that there exist two polynomial functions P and ϕ of even degree such that the real
roots of the polynomial function g(s) are also the roots of ϕ(s)−P (s)h(s) with the same multiplicity,
then ϕ(s)−P (s)h(s)

P (s)g(s) is a smoothly fraction in R. We can write

P1(s)

P2(s)
=

ϕ(s)− P (s)h(s)

P (s)g(s)

with P2 having no real roots and the degree of P1 being equal to the degree of P2.
Using the fact that the function

xn1
2 P2

(x1

x2

)
+
(
x3 −

R

q
(x1, x2)

)n1

is definite positive, we obtain that the feedback

v(x1, x2, x3) =
xn1
2 P1(

x1

x2
)

xn1
2 P2(

x1

x2
) + (x3 − R

q (x1, x2))n1

is C∞on R3\{(0, 0, 0)}, homogeneous of degree 0. The function v is constructed to satisfy the following
equalities:

v
(
s, 1,

R(s, 1)

q(s, 1)

)
=

P1(s)

P2(s)
=

ϕ(s)− P (s)h(s)

P (s)g(s)
.

Since ϕ satisfies condition (A2), according to condition (??), the closed-loop system (3.1) is G.A.S.
in all straight-lines.

Remark 4.1. Suppose that h(s) =
∏
i∈I

(s − si)h̃(s) with si being the real common roots of h and

g. The existence of two polynomial functions satisfying condition (A2) is equivalent to the following
assumption:

(Σ) If h̃(s1)h̃(s2) < 0 (s1, s2 are some real roots of g(s) and not in {si, i ∈ I}), then there exists
m ∈ ]s1, s2[ such that f(m)g(m) > 0.

If condition (Σ) holds, we can find the construction of P and ϕ in [8].

5 Example
We consider the bilinear system

ẋ = Ax+ uBx, (5.1)

where x = (x1, x2, x3)
T ∈ R3, u ∈ R and

A =


−67

2

71

2
6

79

2
−67

2
−6

1 2 2

 , B =

 2 −1 3
1 2 −3
11 3 1

 .

The class under consideration satisfies condition (??):

det(Ax,Bx, x) = −1

2
(867x3

1 + 233x2
1x2 − 783x1x

2
2 − 217x3

2) + 6x3(23x
2
1 + x2

2),

and the submanifold M is defined by

M =
{
x ∈ R3 such that x3 =

867x3
1 + 233x2

1x2 − 783x1x
2
2 − 217x3

2

12(23x2
1 + x2

2)

}
.
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It is easy to see that for x ∈ M, one has

G(x1, x2, x3) =
75(31x4

1 + 44x3
1x2 − 26x2

1x
2
2 − 40x3

2x1 − 9x4
2)

12(23x2
1 + x2

2)
,

H(x1, x2, x3) =
−150(38x4

1 − 44x3
1x2 − 37x2

1x
2
2 + 40x3

2x1 + 3x4
2)

12(23x2
1 + x2

2)
,

F(x1, x2, x3) =
25

2
(−9x1 + 6x1x2 + 3x2

2) .

It follows that g(s) = 75(31s4 + 44s3 − 26s2 − 40s− 9) is a polynomial function of degree 4. The
roots of g are s1 = −1, 4885, s2 = −0, 6124, s3 = −0, 3185 and s4 = 1. We consider the polynomial
function h(s) = −150(38s4 − 44s3 − 37s2 + 40s + 3). We show that h(s1) = −1200, h(s2) = 2988.3,
h(s1) = 1752.1 and h(s4) = 0. We are in the case where s4 is a real common root of both g and h, it
follows that s4 is also a real root of ϕ. Due to the fact that h(s1)h(s2) < 0, condition (A1) is equivalent
to the existence of such m satisfying f(m)g(m) > 0. We choose m = −1, because g(−1) = −600 and
f(−1) = −150. Since −1 is a common root of both g and h, we can write:

g(s) = 75(s− 1)(31s3 + 75s2 + 49s+ 9) = 75(s− 1)g1(s),

h(s) = 75(s− 1)(−76s3 + 12s2 + 86s+ 6) = 75(s− 1)h1(s).

We can define the following constants:

a1 =
(1 + s21)h1(s1)

(s1 − s2)2(s1 − s3)2(1 + s1)
,

a2 =
(1 + s22)h1(s2)

(s1 − s2)2(s2 − s3)2(1 + s2)
,

a3 =
(1 + s3)h1(s3)

(s2 − s3)2(s1 − s3)2(1 + s3)
.

These constants ai are chosen such that

ϕ1(s) = a1(s− s2)
2(s− s3)

2 + a2(s− s1)
2(s− s3)

2 + a3(s− s2)
2(s− s1)

2

is a definite polynomial function and

(1 + si)ϕ(si) = (1 + si)h1(si) for i ∈ {2, 3, 4}.

One has

ϕ(s) = 75(1 + s)(s− 1)ϕ1(s),

= −75(s2 − 1)(2537.2s4 + 76070.8s3 + 8304.9s2 + 3546s+ 355.5)

and P (s) = s2 + 1 satisfies condition (A1). It is clear that

ϕ(s)− P (s)h(s)

P (s)g(s)
=

−79.3945s2 − 135.5620s+ 60.1675

s2 + 1

and the feedback
u1(x) =

−79.3945x2
1 − 135.5620x1x2 + 60.1675x2

2

x2
1 + x2

2 + (x3 − T
q (x1, x2))2

is homogeneous of degree 0. Since u1(N
T ) = −137.562 with NT = (1, 1, 1/3) and AN+u1(N

T )BN =
−(271, 271, 1968)T , the feedback u1(x) stabilizes system (5.1) in the unique invariant straight line
D1 = ⟨x, (−1, 1,−17/75)⟩ = 0. Finally, the feedback

u(x) = u1(x)− 103
(
x3 −

R

q
(x1, x2)

)2 2x2
1 + 14x1x3 + 2x2

2 + x2
3

x2
1 + x2

2 + x2
3

stabilizes system (5.1).



12 Fehmi Mabrouk, Thouraya Kharrat

References
[1] D. Aeyels, Stabilization of a class of nonlinear systems by a smooth feedback control. Systems

Control Lett. 5 (1985), no. 5, 289–294.
[2] A. Bacciotti and P. Boieri, A characterization of single-input planar bilinear systems which admit

a smooth stabilizer. Systems Control Lett. 16 (1991), no. 2, 139–144.
[3] J. Carr, Applications of Centre Manifold Theory. Applied Mathematical Sciences, 35 Springer-

Verlag, New York-Berlin, 1981.
[4] R. Chabour and M. Oumoun, On a universal formula for the stabilization of control stochastic

nonlinear systems. Stochastic Anal. Appl. 17 (1999), no. 3, 359–368.
[5] C. Coleman, Asymptotic stability in 3-space. 1960 Contributions to the theory of non-

linear oscillations, Vol. V, pp. 257–268 Princeton Univ. Press, Princeton, N.J., 1960;
https://doi.org/10.1515/9781400882649-013.

[6] W. Hahn, Stability of Motion. Die Grundlehren der mathematischen Wissenschaften, Band 138.
Springer-Verlag New York, Inc., New York, 1967.

[7] H. Hermes, Homogeneous feedback controls for homogeneous systems. Systems Control Lett. 24
(1995), no. 1, 7–11.

[8] H. Jerbi and T. Kharrat, Asymptotic stabilizability of homogeneous polynomial systems of odd
degree. Systems Control Lett. 48 (2003), no. 2, 87–99.

[9] H. Jerbi, T. Kharrat and F. Omri, Global stabilization of a class of bilinear systems in R3.
Mediterr. J. Math. 13 (2016), no. 5, 2507–2524.

[10] R. Luesink and H. Nijmeijer, On the stabilization of bilinear systems via constant feedback.
Linear Algebra Appl. 122/123/124 (1989), 457–474.

[11] M. Oumoun and J. C. Vivalda, On the stabilization of a class of bilinear systems in 3-space. Eur.
J. Control 2 (1996), no. 3, 193–200.

[12] L. Rosier, Homogeneous Lyapunov function for homogeneous continuous vector fields. Systems
Control Lett. 19 (1992), no. 6, 467–473.

(Received 24.06.2022; revised 21.11.2022; accepted 28.11.2022)

Authors’ addresses:

Fehmi Mabrouk
University of Sfax, Faculty of Sciences of Sfax, Department of Mathematics.
E-mail: fehmi.mabrouki@gmail.com

Thouraya Kharrat
University of Sfax, Faculty of Sciences of Sfax, Department of Mathematics.
E-mail: thouraya.kharrat@fss.rnu.tn


	Introduction
	Preliminaries
	Main results
	Construction of the feedback function v
	Example

