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In the mathematical description of various phenomena and processes arising in mathematical
physics, electrical engineering, economics, have to deal with matrix differential equations. There-
fore, such equations are relevant as for mathematicians and specialists in other fields of natural
sciences. This article considers quasi-linear matrix differential equations with coefficients depicted
in the form of absolutely and uniformly convergent Fourier series with slow variable in a sense
coefficients and frequency (class F ). The differences of the diagonal elements of the matrices of the
linear part are pure imaginary, that is, we are dealing with a critical case. But between these diag-
onal elements assume certain relations that indicate the absence of resonance between the natural
frequencies of the system and frequency of external excitation force. The problem is considered
establishing signs of existence in such an equation of solutions class F . By means of a number of
transformations the equation is reduced to the equation in noncritical case, and the solution of the
class F of this equation is sought by the method of successive approximations using the principle
compression reflections. Then based on the properties of the solutions of the transformed equation,
conclusions are drawn about the properties of the initial equation.

1 Basic notation and definitions
Let

G(ε0) =
{
t, ε : t ∈ R, ε ∈ (0, ε0), ε0 ∈ R+

}
.

Definition 1.1. We say that a function p(t, ε) belongs to the class S(m; ε0), m ∈ N ∪ {0}, if:

(1) p : G(ε0) → C;

(2) p(t, ε) ∈ Cm(G(ε0)) at t;

(3) dkp(t, ε)

dtk
= εkpk(t, ε) (0 ≤ k ≤ m),

∥p∥S(m;ε0)
def
=

m∑
k=0

sup
G(ε0)

|pk(t, ε)| < +∞.

Definition 1.2. We say that a function f(t, ε, θ(t, ε)) belongs to the class F (m; ε0; θ) (m ∈ N∪{0}),
if

f(t, ε, θ(t, ε)) =
∞∑

n=−∞
fn(t, ε) exp(in θ(t, ε)),

and

(1) fn(t, ε) ∈ S(m, ε0) (n ∈ Z);
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(2)

∥f∥F (m;ε0;θ)
def
=

∞∑
n=−∞

∥fn∥S(m;ε0) < +∞;

(3)

θ(t, ε) =

t∫
0

φ(τ, ε) dτ, φ ∈ R+, φ ∈ (m, ε0), inf
G(ε0)

φ(t, ε) = φ0 > 0.

Definition 1.3. We say that a matrix A(t, ε) = (ajk(t, ε))j,k=1,N belongs to the class S2(m; ε0)

(m ∈ N ∪ {0}), if ajk ∈ S(m; ε0) (j, k = 1, N).
We define the norm

∥A(t, ε)∥S2(m;ε0) = max
1≤j≤N

N∑
k=1

∥ajk(t, ε)∥S(m;ε0).

Definition 1.4. We say that a matrix B(t, ε,θ)=(bjk(t, ε, θ))j,k=1,N belongs to the class F2(m; ε0; θ)

(m ∈ N ∪ {0}), if bjk(t, ε, θ) ∈ F (m; ε0; θ) (j, k = 1, N).
We define the norm

∥B(t, ε, θ)∥F2(m;ε0;θ) = max
1≤j≤N

N∑
k=1

∥bjk(t, ε, θ)∥F (m;ε0;θ).

2 Statement of the problem
Consider the matrix differential equation:

dX

dt
= A(t, ε)X −XB(t, ε) + P (t, ε, θ) + µΦ(t, ε, θ,X), (2.1)

where X is an unknown square matrix of order N , belonging to some closed bounded domain
D ⊂ CN×N , where CN×N is the space of complex-valued matrices of dimension N × N , A(t, ε),
B(t, ε) belongs to the class S2(m; ε0), P (t, ε, θ) belongs to the class F2(m; ε0; θ). Φ(t, ε, θ,X) is a
matrix function belonging to the class 2(m; ε0; θ) with respect t, ε, θ and continuos with respect X
in D. µ are real parameter.

We denote λ1
j (t, ε), λ2

j (t, ε) (j = 1, N) – eigenvalues, respectively, of matrices A(t, ε), B(t, ε),
for which the following conditions are satisfied:
10.

inf
G(ε0)

∣∣λ1
j (t, ε)− λ1

k(t, ε)− inφ(t, ε)
∣∣ ≥ b0 > 0,

inf
G(ε0)

|λ2
j (t, ε)− λ2

k(t, ε)− inφ(t, ε)
∣∣ ≥ b0 > 0 ∀n ∈ Z, j, k = 1, N, j ̸= k.

20.

λ1
j (t, ε)− λ2

k(t, ε) = iωjk(t, ε), ωjk(t, ε) ∈ R,

inf
G(ε0)

∣∣ωjk(t, ε)− nφ(t, ε)
∣∣ ≥ b0 > 0 ∀n ∈ Z, j, k = 1, N.

We study the problem on the existence of particular solutions of classes F2(m1; ε1; θ), m1 ≤ m,
ε1 ≤ ε0 of equation (2.1). The condition 20 shows that in this case we are dealing with a critical
case.
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3 Auxiliary results
Lemma 3.1. Let

dx

dt
= λ(t, ε)x+ u(t, ε, θ(t, ε)) (3.1)

be a given scalar linear non-homogeneous first-order differential equation, where λ(t, ε) ∈ S(m; ε),
inf

G(ε0)
|Reλ(t, ε)| = γ > 0, and u(t, ε, θ) ∈ F (m; ε0; θ). Then equation (3.1) has a unique particular

solution x(t, ε, θ) ∈ F (m; ε0; θ). This solution is given by the formula:

x(t, ε, θ(t, ε)) =

t∫
T

u(τ, ε, θ(τ, ε)) exp

( t∫
τ

λ(s, ε) ds

)
dτ,

where

T =

{
−∞ if Reλ(t, ε) ≤ −γ < 0,

+∞ if Reλ(t, ε) ≥ γ > 0.

Moreover, there exists K0 ∈ (0,+∞) such that

∥x(t, ε, θ)∥F (m;ε0;θ) ≤ K0∥u(t, ε, θ)∥F (m;ε0;θ).

Lemma 3.2. Let equation (2.1) satisfy the next conditions:
1) there exist matrices L1(t, ε), L2(t, ε) ∈ S2(m; ε0) such that

(a) | detLk(t, ε)| ≥ a0 > 0 (k = 1, 2);

(b) L−1
1 (t, ε)A(t, ε)L1(t, ε) = D1(t, ε) = (d1jk(t, ε))j,k=1,N ;

(c) L2(t, ε)B(t, ε)L−1
2 (t, ε) = D2(t, ε) = (d2jk(t, ε))j,k=1,N ,

where D1, D2 are lower triangular matrices, belonging to the class S2(m; ε0),

d1jj(t, ε) = λ1
j (t, ε), d2kk(t, ε) = λ2

k(t, ε).

Then by using the transformation

X = L1(t, ε)Y L2(t, ε)

equation (2.1) leads to the form:

dY

dt
= D1(t, ε)Y − Y D2(t, ε)− εH1(t, ε)Y − εY H2(t, ε) + F1(t, ε, θ) + µΦ1(t, ε, θ, Y ), (3.2)

where

H1(t, ε) =
1

ε
L−1
1 (t, ε)

dL1(t, ε)

dt
, H2(t, ε) =

1

ε

dL2(t, ε)

dt
L−1
2 (t, ε),

F1(t, ε, θ) = L−1
1 (t, ε)F (t, ε, θ)L−1

2 (t, ε),

Φ1(t, ε, θ, Y ) = L−1
1 (t, ε)Φ(t, ε, θ, L1(t, ε)Y L2(t, ε))L

−1
2 (t, ε).

Lemma 3.3. Let a linear matrix equation be given

dX

dt
=

(
D1(t, ε) +

q∑
l=1

B1l(t, ε, θ)µ
l
)
X −X

(
D2(t, ε) +

q∑
l=1

B2l(t, ε, θ)µ
l
)
, (3.3)
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D1(t, ε), D2(t, ε) – the same as in Lemma 3.2, B1l(t, ε, θ), B2l(t, ε, θ) (l = 1, q) belong to the class
F2(m; ε0; θ), µ ∈ (0, 1) is a small real parameter. Then for sufficiently small values µ there exists
transformation

X =
(
E +

q∑
l=1

Q1l(t, ε, θ)µ
l
)
Y
(
E +

q∑
l=1

Q2l(t, ε, θ)µ
l
)
,

where Q1l(t, ε, θ), Q2l(t, ε, θ) (l = 1, q) belong to the class F2(m; ε0; θ), which leads equation (3.2)
to the form

dY

dt
=

(
D1(t, ε) +

q∑
l=1

U1l(t, ε)µ
l + ε

q∑
l=1

V1l(t, ε, θ)µ
l + µq+1W1(t, ε, θ, µ)

)
Y−

− Y
(
D2(t, ε) +

q∑
l=1

U2l(t, ε)µ
l + ε

q∑
l=1

V2l(t, ε, θ)µ
l + µq+1W2(t, ε, θ, µ)

)
,

where U1l(t, ε), U2l(t, ε) (l = 1, q) are diagonal matrices which belong to the class S2(m; ε0), V1l,
V2l, W1, W2 (l = 1, q) are square matrices which belong to the class F (m− 1; ε0; θ).

Lemma 3.4. Let a matrix-function Φ1(t, ε, θ, Y ) in equation (3.2) have in D∗ continuous derivatives
with respect to Y in the sense of Frechet up to order 2q+1 inclusive, and if Y ∈ F2(m; ε0; θ), then
these derivatives are also from the class F2(m; ε0; θ). Then there exists µ0 ∈ (0, 1) such that for all
µ1 ∈ (0, µ0) there exists the transformation

Y = Ψ1(t, ε, θ, µ) + Ψ2(t, ε, θ, µ)ZΨ3(t, ε, θ, µ), (3.4)

where Z ∈ D∗∗ ⊂ CN×N , Ψ1(t, ε, θ, µ),Ψ2(t, ε, θ, µ),Ψ3(t, ε, θ, µ) ∈ F2(m; ε0; θ), which leads equa-
tion (3.2) to the form:

dZ

dt
=

(
D1(t, ε) +

q∑
l=1

U1l(t, ε)µ
l
)
Z − Z

(
D2(t, ε) +

q∑
l=1

U2l(t, ε)µ
l
)

+ εK(t, ε, θ, µ) + µ2qC(t, ε, θ, µ) + εV1(t, ε, θ, µ)Z − εZV2(t, ε, θ, µ)

+ µq+1
(
R1(t, ε, θ, µ)Z − ZR2(t, ε, θ, µ)

)
+ µΦ2(t, ε, θ, Z, µ), (3.5)

where K ∈ F2(m− 1; ε0; θ), U1l, U2l ∈ S2(m; ε0), R1, R2, C ∈ F2(m; ε0; θ), V1, V2 ∈ F (m− 1; ε0; θ),
matrix-function Φ2 belong to class F2(m; ε0; θ) with respect t, ε, θ, continuously differentiable in
the sense of Frechet with respect Z and contains terms of at least second order with respect to Z.

4 Basic results
Theorem 4.1. Let equation (3.5) be such that there exists q0 ∈ N (1 ≤ q0 ≤ N) such that

inf
G(ε0)

∣∣∣Re ((U1q0(t, ε))jj − (U2q0(t, ε))kk
)∣∣∣ ≥ b0 > 0 (j, k = 1, N),

and for all l = 1, q0 − 1 (if q0 > 1):

Re
(
(U1l(t, ε))jj − (U2l(t, ε))kk

)
≡ 0 (j, k = 1, N).

Then there exists µ3 ∈ (0, 1), ε1(µ) ∈ (0, ε0) such that for all µ ∈ (0, µ3), ε ∈ (0, ε1(µ)) there exist
a particular solution of equation (3.5) which belongs to the class F2(m− 1; ε1(µ); θ).
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Theorem 4.2. Let equation (2.1) be such that the following conditions are met:

(1) conditions 10, 20;

(2) conditions of Lemma 3.2;

(3) equation (3.2) satisfies the conditions of Lemma 3.4;

(4) equation (3.5) satisfies the conditions of Theorem 4.1.

Then there exist µ4 ∈ (0, 1), ε4(µ) ∈ (0, ε0) such that for all µ ∈ (0, µ4) and for all ε ∈ (0, ε4(µ))
there exist a particular solution of equation (2.1) which belongs to the class F2(m− 1; ε4(µ); θ).


