Approximate Solution of Optimal Control Problem for Differential Inclusion with Fast-Oscillating Coefficients on Semi-Axis
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1 Introduction

There are many approaches for investigation of control problems for differential equations and inclusions, in particular, asymptotic methods are widely applied. It is worth to emphasize the averaging method, for which M. M. Krylov and M. M. Bogolyubov proposed the strict mathematical justification. In works of V. A. Plotnikov and works of his school (see, for example, [12]) there is the strict justification of the averaging method in application to control problems. In monograph [13] one can find a justification of the averaging method, in particular, for ordinary differential inclusions, partial differential inclusions, inclusions with Hukuhara derivative. In the paper [11] the time averaging was performed firstly, where time is clearly included in the system, at that the control function was considered a parameter and averaging was not performed on it. Moreover, the authors had to impose a condition of asymptotic stability for the control function. In the paper [5] the approach from [11] is applied to the solvability of the optimal control problem on finite interval, but however, the rather strict condition of asymptotic stability is removed. In the paper [6] similar results to [5] are obtained on semi-axis. In the paper [7] authors apply the averaging method to solve the optimal control problem with fast-oscillating variables which is linear by control on a finite interval; at that the system of differential inclusions with Lipschitz right-hand side by phase variable. Optimal control problems on semi-axis in different perturbed problems are studied in [3, 4, 8–11, 14, 15].

In this work we apply the averaging method to investigate the optimal control problem with fast oscillating variables for the system of differential inclusions on semi-axis. In particular, we prove the solvability of original problem as well as averaged problem using the direct method of calculus of variations. We justify the convergence of optimal controls and optimal trajectories of solutions of original problem to optimal control and optimal trajectory of solutions of averaged problem. We show that optimal control of averaged problem is asymptotically optimal for the original exact problem.

2 Statement of the problem and the main results

Let us consider an optimal control problem for the system of differential inclusions on semi-axis with a small parameter and fast-oscillating coefficients

$$\dot{x} \in f\left(\frac{t}{\varepsilon}, x\right) + f_1(x)u(t), \quad x(0, u(0)) = x_0$$

(2.1)
with the quality criterion
\[ J_\varepsilon[x, u] = \int_0^\infty (e^{-jt}A(t, x_\varepsilon(t)) + u^2(t)) \, dt \to \inf. \] (2.2)

Here \( \varepsilon > 0 \) is a small parameter, \( j > 0 \) is a fixed constant that defines discount, \( x \) is a phase vector in \( \mathbb{R}^d \), \( u(t) \) is \( m \)-measurable control vector which takes values in some set \( U \subset \mathbb{R}^m \).

Let there be an uniformly by \( x^2 \mathbb{R}^d \) averaged value for a multi-valued function
\[ \lim_{s \to \infty} \frac{1}{s} \int_0^s f(t, x) \, dt = f_0(x), \] (2.3)
where the integral of multi-valued function we consider in the sense of Aumann [1], and the limit of multi-valued function we consider in the sense of Hausdorff.

The optimal control problem on semi-axis (2.1), (2.2) is matched by the average control problem:
\[ \dot{y} \in f_0(y) + f_1(y)u(t), \quad y(0, u(0)) = x_0 \] (2.4)
with the quality criterion
\[ J_0[x, u] = \int_0^\infty (e^{-jt}A(t, y(t)) + u^2(t)) \, dt \to \inf. \] (2.5)

Let for the problem (2.1), (2.2) and the corresponding average problem (2.4), (2.5) the next conditions are satisfied:

**Condition 2.1.** We consider \( m \)-measurable vector-functions \( u(\cdot) \in L_2([0, \infty)), \) which takes values in closed convex set \( U \subset \mathbb{R}^m \) as admissible controls, and we consider that \( 0 \in U \) as well.

**Condition 2.2.** The function \( A(t, s) \) is defined for \( t \geq 0, x \in \mathbb{R}^d, u \in U, \) measurable by \( t \) and continuous by \( x \), at that
\[ \exists C > 0 : \ A(t, x) \geq -C, \]
and satisfies the next growth condition by \( x \in \mathbb{R}^d \):
\[ \exists K > 0 : \ |A(t, x)| \leq K(1 + |x|^p) \]
for each \( t \geq 0 \) and \( x \in \mathbb{R}^d, p \geq 0 \).

**Condition 2.3.** The multi-valued function \( f(t, x) \) \((f : Q = \{t \geq 0, \ x \in \mathbb{R}^d \} \to \text{conv}({\mathbb{R}}^d))\) is defined and continuous in the Hausdorff metrics over the set of variables in \( Q \), and matrix-valued function \( f_1(x) \) is continuous by \( x \in \mathbb{R}^d \) and the next conditions are fulfilled:

1. \( f(t, x) \) satisfies the linear growth condition by \( x \) with constants \( L_1 \) and \( L_2 \) in the domain \( Q \), namely,
\[ \|f(t, x)\|_+ := \sup_{\xi \in F(t, x)} \|\xi\| \leq L_1 + L_2|x| \quad \forall (t, x) \in Q; \]
\[ f_1(x) \) satisfies the linear growth condition by \( x \) in the domain \( \mathbb{R}^d \) with constants \( L_3 \) and \( L_4 \), namely,
\[ |f_1(x)| \leq L_3 + L_4|x|, \]
where
\[ j > L_2p; \] (2.6)
(2) \( f(t, x) \) and \( f_1(x) \) satisfy Lipschitz condition by \( x \) uniformly by \( t \) in the definition domain with \( K_1, K_2 > 0 \), respectively.

**Condition 2.4.** The averaged value of multi-valued function \( f \) in the sense of limit (2.3) is a single-valued continuous function.

Taking into account conditions for parameters of problem we can obtain the result concerning solvability of problem (2.1), (2.2). Namely, we have the next

**Lemma 1.** Under Conditions 2.1, 2.2, 2.3 there exists a solution of the optimal control problem (2.1), (2.2).

Taking into account the previous Lemma, we can obtain the similar result about the solvability of the averaged problem (2.4), (2.5).

In the next result we show the convergence of optimal controls, optimal trajectories and optimal values of quality criterion of the original problem (2.1), (2.2) to corresponding parameters of the averaged problem (2.4), (2.5).

**Theorem 1.** Let \((x^*_\varepsilon(t), u^*_\varepsilon(t))\) be the solution of the problem (2.1), (2.2). Then for some solution \((y^*(t), u^*(t))\) of problem (2.4), (2.5) we have:

1. \( J^*_\varepsilon \to J^*_0, \varepsilon \to 0 \) and \( J^*_\varepsilon = \inf_{x,u} J_\varepsilon[x,u], J^*_0 = \inf_{(x,u)\in \Xi_2} J_0[x,u], \Xi_1, \Xi_2 \) are sets of admissible pairs for problems (2.1), (2.2) and (2.4), (2.5), respectively.

2. for each \( \eta > 0 \) there exists \( \varepsilon_0 = \varepsilon_0(\eta) \) such that \( 0 < \varepsilon < \varepsilon_0 \) we have
   \[ |J^*_\varepsilon - J[x^*_\varepsilon, u^*]| < \eta, \] (2.7)
   where \( x^*_\varepsilon \) is the solution of Cauchy problem (2.1);

3. there exists a sequence \( \varepsilon_n \to 0, n \to \infty \) such that
   \[ x^*_\varepsilon_n \to y(t) \] (2.8)
   uniformly on each interval \([0, T]\) for any \( T > 0 \), and
   \[ u^*_\varepsilon_n \rightharpoonup u^* \] (2.9)
   weakly in \( L_2([0, \infty)) \).

If, moreover, there exists a unique solution of the averaged problem (2.4), (2.5), then the convergences (2.8), (2.9) take place for all \( \varepsilon \to 0 \).
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