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1 Introduction

Consider the differential equation with damping term

o = h(t,x(t), o(y(1))2'(t) + f(t, 2(r (1)), 2(1)), (1.1)
where:
1. the functions 7,7 are continuous functions on [tg, c0) such that (t) > to,7(t) > to and
Ayt = g T = oo
2. the function h is a continuous function on [tg, 00) X R x R;
3. the function f is a continuous function on [ty,c0) X R x R and
0 < f(t,u,v) <b(t) for any (u,v) € (0,1] x (0,1], (Hpl)
where b is a positive continuous function on [t, 00).

Let x be a solution of (1.1) and denote by H, the function

t

H,(t) = exp ( - /h(r, x(r), z(7(r))) dr>.

to

Hence (1.1) is equivalent to the functional equation

(Hy(t)2'(t)) = Hy(t) f (¢, z(7(1)), z(t)), (1.2)

that is an equation in which the differential operator depends also on the state . Equations of this
type model reaction-diffusion problems with non-constant diffusivity, see, e.g., the papers [6, 14]
and the references therein.
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A prototype of (1.2) is the nonlinear equation

(p(t)g(2)2' ()" = f(t, x(7(t)), (1.3)

where p is a positive continuously differentiable function on [ty, c0) and g is a continuously positive
differentiable function on R. Equation (1.3) includes the well-known Thomas—Fermi equation, as
well as the Schroedinger—Persico equation, which occur in the study of atomic fields, see [17]. More-
over, (1.3) arises also in some mechanical problems as the law of angular momentum conservation
when the field strength is time dependent, see [11].

Our aim here is to present some results concerning solutions x of (1.1) satisfying

z(t) >0, 2/(t) <0 for large t. (1.4)

Further, the asymptotic behavior is also examined, jointly with some comments and open problems.
These results are taken from [7] and are here presented without proofs.

Solutions of (1.1) satisfying (1.4) are usually called Kneser solutions. The Kneser existence
problem and the asymptotic decay of Kneser solutions have been deeply studied in the case without
deviating arguments. We refer the reader to the monograph [9], the papers [1,3] and the references
therein. In the general case of equations with deviating arguments, we refer to the books [8,12],
the papers [10,16] and the references therein.

2 Main results

Since lim () = lim 7(t) = oo, there exists t > to such that v(t) > to and 7(t) > to for any
__t—=oo t—00

t € [t,00). Thus, define ¢; such that
t; = inf {;2 to : min{y(t), 7(t)} > to on [t, 00) }. (2.1)
Our main result is the following.
Theorem 2.1. Assume that there exist two functions A € C*(I,R"), € C(I,R) such that:

(iy) foranyt>tg and 0 <u<1,0<ov <1

h(t,u,v) > D (2.2)
(i2) 00 00
/)\(s) /Q(T)b(r) drds < oo. (2.3)
(i3) for everyt >ty
A()0(t) > to. (2.4)

Then the BVP (1.1),(1.4) has at least one solution.

Theorem 2.1 requires the existence of two auxiliary functions, namely A and 6, satisfying certain
properties. The following results give examples of such functions.
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Corollary 2.1. Assume that for some n € NU {0},

/s"/r"b(r) drds < oo.
to S

If foranyt >ty and 0 <u<1,0<v <1,
At u,0) > ==, (2.5)

then the BVP (1.1),(1.4) has at least one solution.

Proof. The assertion follows from Theorem 2.1 by choosing
At)y=t"", 0(t) = (to + 1)t". O

Corollary 2.2. Assume that for some M > 0,

/e_Ms/eMrb(r) drds < oo.
to s

If foranyt>tg and 0 <u<1,0<0v <1,
h(t,u,v) > —M, (2.6)
then BVP (1.1),(1.4) has at least one solution.

Proof. The assertion follows from Theorem 2.1 by choosing
At)=e M 0(t) = (tg + 1)eMt. O

Remark 2.1. Observe that the assumption (2.5) in Corollary 2.1 and the assumption (2.6) in
Corollary 2.2 permit us to choose damping terms which take negative values.

Remark 2.2. Theorem 2.1 does not require superlinear conditions (or sublinear conditions) on
the forcing term f. Hence, it may be applicable in a wide variety of cases.

Remark 2.3. The proof of Theorem 2.1 is based on a fixed point theorem for multivalued operators
which arises from [4]. The main advantage of this approach is that the explicit form of the fixed
point operator is not needed, because the topological properties, like the compactness and continuity
of the fixed point operator are obtained directly from the a-priori bounds for solutions of a suitable
associated BVP.

In the sequel, consider the special case of (1.1)

2 (t) = h(t, z(t), z(v(1))'(t) + ¥ (t, 2(7(1))), (2.7)

where the functions «, 7 and h are as in (1.1), 7 is a delay and v is a continuous function on
[to,00) X R such that
0 < ¢(t,u) <b(t) for any w e (0,1]. (2.8)

Observe that in (2.7) the forcing term 1) depends on state = at time 7(¢), but does not depend on
z at time ¢.
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Theorem 2.2. Assume that:

(i1)

[e.o]

/tb(t) dt < 0. (2.9)

to
(ia) 7(t) < t.
(i3) The function h is nonnegative on [tg,00) X [0,1] x [0, 1].

Then the equation (2.7) has Kneser solutions x which satisfy

z(t)x'(t) <0 ont € [t1,00), (2.10)
where ty is given in (2.1) and
tlim z(t) = 0. (2.11)
—00

Theorem 2.2 shows a discrepancy between equations with or without delay, which is illustrated
by the following example.

Example 2.1. Consider the equation

2"(t) = g(t)\/22(t) + 22(y (1)) 2/(t) + e ta(t — 7), (2.12)

where ¢ is a nonnegative continuous function on [¢g,00). In view of Theorem 2.2, equation (2.12)
has Kneser solutions which satisfy (2.10) and (2.11). Observe that when g = 0 on [tg, 00), then any
Kneser solution of the corresponding linear equation without delay

() = e 'x(t)

does not converge to zero as t — o, see, e.g. [15, Section 4].

3 Open problems
Open problem 1. Consider the Emden—Fowler equation

2(t) = b(b)|r ()| sgna(t) (3.1)
and the corresponding equation with deviating argument

2" (t) = b(t)|z(7(1))|” sgn z(7(t)), (3.2)

where b is a positive function on [tg, 00) and 7(t) < ¢.
First observe that if § > 1 and b is positive, then equation (3.1) always has Kneser solutions.

Moreover, if in addition
o0

/sb(s) ds < oo,

to

then (3.1) does not have Kneser solutions which tend to zero as t — oo, see, e.g., [3]. If 7(t) < t,
then this result may fail for (3.2) as Theorem 2.2 illustrates.
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In the sublinear case, that is 0 < § < 1, there might exist equations of type (3.1) without
Kneser solutions. For instance, if
liminf t2b(t) > 0, (3.3)
t—0o0

then (3.1) does not have Kneser solution, see [9, Corollary 17.3]. On the other hand, from Corol-
lary 2.1 with n = 0 we get that the equation

1

= Fiogt PO sgna(r(®)), ¢ 22, (3.4)

:LJ/ (t)
has Kneser solutions. For (3.4) we have

1
lim inf t2b(¢) = liminf —— = 0.
t—o0 t—oo logt

Thus, it is an open problem if the Kiguradze condition (3.3) is sufficient for the nonexistence of
Kneser solutions of (3.2) when 0 < § < 1 and 7(¢) — ¢t # 0. Finally, observe that if

T(t) <t and 0< <1,

then, in view of Theorem 2.2, equation (3.4) has Kneser solutions which tend to zero as t — oo.

Open problem 2. Kneser solutions which are decaying to zero as ¢ — oo may have a different
asymptotic behavior, as the following example illustrates.

Example 3.1. Equation

N —2et)(t2+tlnx—2e%(lnt—|—lnx)) ty

v = 2t(t2 — et)(Int — ) x(ﬁ)x ®)
t—2 t(lnz +t)(x —e™) e%(lnerlnt)(x—%) t

el — ) <2<t_1nt)(}t—e—t) T Tt et - ) )x(>

+

2

has solutions z(t) = 1 and z(t) = e~".

It should be interesting to study the relation between the decay of Kneser solutions and the
asymptotic growth of the deviating arguments v and 7.

Open problem 3. Sufficient conditions ensuring that all bounded solutions of equation

(a(t)®(2"))" = b(t) f(2(g9(1)), g(t) <t, (3.5)

are oscillatory have been given in [5, Corollary 3]. This result is a consequence of some results
concerning necessary conditions for the existence of bounded nonoscillatory solutions of (3.5).

It would be interesting to obtain necessary conditions for the existence of Kneser solutions of
(1.1) and, as a consequence of such result, to obtain criteria that every bounded solution of (1.1)
is oscillatory.

References

[1] J. Burkotovd, M. Hubner, I. Rachunkovd, E. B. Weinmiiller, Asymptotic properties of Kneser
solutions to nonlinear second order ODEs with regularly varying coefficients. Appl. Math.
Comput. 274 (2016), 65-82.



56

International Workshop QUALITDE — 2019, December 7 — 9, 2019, Tbilisi, Georgia

2]

[3]

M. Cecchi and M. Marini, Asymptotic decay of solutions of a nonlinear second-order differential
equation with deviating argument. J. Math. Anal. Appl. 138 (1989), no. 2, 371-384.

M. Cecchi, Z. Dosl4, 1. Kiguradze and M. Marini, On nonnegative solutions of singular
boundary-value problems for Emden—Fowler-type differential systems. Differential Integral
Equations 20 (2007), no. 10, 1081-1106.

M. Cecchi, M. Furi and M. Marini, On continuity and compactness of some nonlinear operators
associated with differential equations in noncompact intervals. Nonlinear Anal. 9 (1985), no. 2,
171-180.

M. Cecchi, Z. Dosla and M. Marini, On decaying solutions for functional differential equations
with p-Laplacian. Proceedings of the Third World Congress of Nonlinear Analysts, Part 7
(Catania, 2000). Nonlinear Anal. 47 (2001), no. 7, 4387-4398.

G. Cupini, C. Marcelli and F. Papalini, Heteroclinic solutions of boundary-value problems on
the real line involving general nonlinear differential operators. Differential Integral Equations
24 (2011), no. 7-8, 619-644.

Z. Dosla, P. Liska and M. Marini, Asymptotic problems for functional differential equations
via linearization method. J. Fized Point Theory Appl. 21 (2019), no. 1, Art. 4, 16 pp.

L. H. Erbe, Q. Kong and B. G. Zhang, Oscillation Theory for Functional-Differential Equa-
tions. Monographs and Textbooks in Pure and Applied Mathematics, 190. Marcel Dekker,
Inc., New York, 1995.

I. T. Kiguradze and T. A. Chanturia, Asymptotic Properties of Solutions of Nonautonomous
Ordinary Differential Equations. Translated from the 1985 Russian original. Mathematics and
its Applications (Soviet Series), 89. Kluwer Academic Publishers Group, Dordrecht, 1993.

I. Kiguradze and N. Partsvania, On the Kneser problem for two-dimensional differential sys-
tems with advanced arguments. J. Inequal. Appl. 7 (2002), no. 4, 453-477.

V. Komkov, Continuability and estimates of solutions of (a(t)i(x)z'tr + c(t) f(xz) = 0. Ann.
Polon. Math. 30 (1974), 125-137.

R. Koplatadze, On oscillatory properties of solutions of functional-differential equations. Mem.
Differential Equations Math. Phys. 3 (1994), 179 pp.

R. G. Koplatadze and N. L. Partsvaniya, Oscillatory properties of solutions of systems of
second-order differential equations with deviating arguments. (Russian) Differ. Uravn. 33
(1997), no. 10, 1312-1320; translation in Differential Equations 33 (1997), no. 10, 1318-1326
(1998).

S. Th. Kyritsi, N. Matzakos and N. S. Papageorgiou, Nonlinear boundary value problems for
second order differential inclusions. Czechoslovak Math. J. 55(130) (2005), no. 3, 545-579.

M. Marini and P. Zezza, On the asymptotic behavior of the solutions of a class of second-order
linear differential equations. J. Differential Equations 28 (1978), no. 1, 1-17.

N. Partsvania and B. Puza, The nonlinear Kneser problem for singular in phase variables
second-order differential equations. Bound. Value Probl. 2014, 2014:147, 17 pp.

G. Sansone, Fquazioni Differenziali nel Campo Reale. Vol. 1. (Italian) 2d ed. Nicola Zanichelli,
Bologna, 1948.



