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Let ty < t1 be fixed numbers and let g € R™ be a fixed vector. By ® and €2 we denote,
respectively, the sets of measurable initial functions ¢(t) = (¢'(t),...,¢" ()T, t € [to — T,t0),
¢ (t) € [-1,1], i = T,n and control functions u(t) = (u'(t),...,u"(t))T, t € [to, 1], ui(t) € [-1,1],
1=1,r.

To each element w = (p(t), g(t),u(t)) € W = &2 x Q we assign the linear neutral differential
equation

#(t) = Az(t) + Bx(t — 1) + Ci(t — 7) + Du(t), t € [to,t1] (1)

with the initial condition

xz(t) = (t), @(t)=g(t), t € [to—T,to), x(to) = =0, (2)
where A, B, C, D are given constant matrices with appropriate dimensions.

Definition 1. Let w = (¢(t),9(t),u(t)) € W. A function z(t) = z(t;w) € R",t € [to — T,t1] is
called a solution of differential equation (1) with the initial condition (2) if z(¢) satisfies the initial
condition (2), is absolutely continuous on the interval [tg,t1] and satisfies equation (1) almost
everywhere.

The inverse problem: Let y € Y = {y € R" : Jw € W, x(t1;w) = y} be a given vector. Find
element w € W such that the following condition holds z(t1;w) = y. The vector y, as rule, by
distinct error is beforehand given.Thus instead of the vector y we have y (so called an observed
vector) which is an approximation to the y and, in general, y ¢ Y.Therefore it is natural to change
posed inverse problem by the following approximate problem.

The approximate inverse problem: Find an element w € W such that the deviation

n

1 =N 1 , 12
5 |z (t;w) — g * = §Z [ (t1;w) — 7'

i=1
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takes the minimal value.
It is clear that the approximate inverse problem is equivalent to the following optimization
problem:

z(t) = Az(t) + Bx(t — 7) + C&(t — 7) + Du(t), t € [to,t1], (3)
x(t) = o(t), @(t) =g(t), t € fto—7,t0), x(to) = o, (4)
J(w):%|x(t1;w)—g/j|2 — min, we W. (5)

The problem (3)—(5) is called the optimal control problem corresponding to the inverse problem.
Theorem 1 ([4]). There exists an optimal element wy = (¢o(t), go(t), uo(t)) for the problem (3)—
(5), i.€. J(’wo) = infweW J(w)

Regularization of the optimal control problem (3)—(5). Now we consider the regularized optimal
control problem

#(t) = Az + Ba(t — 1) + Ci(t —7) + Du(t), (6)
o(t) = 9(0), &)= g(0), t€lto—7.10), alto) = 70, ")

Twid) = 3lettw) =57+ 61 [ a@lee—7)Pd
+52/a(t)]g(t —7)*dt + 03 / |u(t)|? dt — min, we W, (8)

where 0 = (d1,02,03), ; > 0, i = 1,2,3 and «(t) is the characteristic function of the interval
[to, to + 7'].

Theorem 2. For every § the problem (6)—(8) has the unique optimal element ws =

(ps(t), 95(t), us(t)) and
lim J(ws; ) = J(wo).
0—0
It is natural that for sufficiently small § the element ws can be considered as an approximate
optimal element of the problem (3)—(5) and consequently as an approximate solution of the ap-
proximate inverse problem.

Theorem 3. For the optimality of an element ws it suffices to fulfill the conditions:

bt +7)Beps(t) — dilps(t)|* = o [$(t +7)Bp —dilel?], t € [to — 7,10, (9)
(t+7)0g5(0) — Salgs(FF = max [v(t+7)Cg —alg], t € [to— b0, (10)
Y(t)Dug(t) — 3lus(t)|* = Qnax [¥(t)Du — S3]ul?], t € [to, ta]. (11)

Here 9 (t), in general, is discontinuous at points t; — kt, k =1,2,... and ((t), x(t)) is a solution
of the system
—Y(t)A —(t+7)B,

(12)
X(t) + CY(t +71)

—
< =<
==
i

with the initial condition

() = x(t) =y — a(ti;ws), $(t) =0, t>t. (13)
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Let

Y(t+7)B = (0'(t),...,0"(1), Y(t+7)C = (d'(t),...,0" (1)),
Y()D = (y'(t),-.., 7" (1)

Using these notations, from (9)—(11), respectively, it follow

o' (D)gs(t) = 01(5(1)* = max [o' (1)’ —61(¢")?], i=T,m,

pie[—1,1]
o' (t)gs(t) — 62(g5(t))* = Jmex (o' (t)g" — 02(9")*], i=T/m,
7V (ug(t) — d3(ug(t))? = . [Vi(tyu' = 63(u')?], i =T,7.
From the last relations we get
o'(t) o'(t)
_ < _ _ < _
1 if 58, = 1, 1 if 58, = 1,
i o'(t) o'(t) i a'(t) .. a'(t)
t) = t) = f —-1,1
. 0t . 0'(1)
> >
1 if %, >1, 1 if 55, > 1,
o Xy
203
i () Ly
t) = f —1,1
ué() 252 1 2(53 E[ ) ]7
1 ir LW 5
\ 253

Iterative process for the approximate solution of the regularization problem (6)—(8). Let ¢1(t) €
®,g1(t) € ® and wui(t) € Q be starting approximation of the initial functions and the control

function. We construct the sequences {zy(¢)}, {vr(t)}, {vr(t)}, {9x(t)}, {ur(t)} by the following
iteration process:

1) for given pg(t), gr(t) € ® and uy(t) € Q find () : the solution of the differential equation
i(t) = Ax(t) + Ba(t — 1) + Ca(t — 7) + Dug(t), t € [to, t1]
with the initial condition

z(t) = pr(t), 2(t) = gr(t), t €[t —7,t0), z(to) = z0;

2) if a stopping criterion is satisfied stop, stopping criterion can be for example the value of
J(wg; 0) is less than before given number e, where wy, = (p(t), g (t), ur(t));

3) find (v(t), x,(t)) : the solution of the differential equation (12) with the initial condition

Y(t1) = x(t1) =¥ — z(tr;we)(t) =0, t > ty;
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4) put k :=k + 1 and find the next iterates ¢iy1(t), gr+1(t) and ug41(t)

e 20 oy oo 2oy
2(51 252
i _Ja) . o) i _)a) o)
t) = — t) = _
spkr-i-l( ) 251 if 251 S [ ]-7]-]7 gk+1( ) 252 if 262 S [ 171]7
1 i %) S 1 i %60
251 \ 252
( i
o ey
203
i _ ) )
t) = _
Ujyiq (t) 25, if 2, € [-1,1],
e ()
1 if 28, = 1
Here
5) go to 1).

Theorem 4. The following relations are valid:

lim x, (t) = x;, (%), khﬁn;() zi(t) = zs(t) uniformly for t € [to, 1],

k—o00
lim sup p(t) =5(t), lim @i(t) =ps(t), lim gi(t) = gs(t)
k—o0 te[to,tl} k—o0 k—o0
weekly in the space Li([to — T, to], R™), klim ug(t) = us(t) weekly in the space Li([to,t1],R"). More-
—00
over, ws = (p5(t), gs(t),us(t)) is the optimal element, x5(t) = x(t; ws), (Vs5(t), x;(t)) is the solution
of the equation (12) with the initial condition (13).

Theorems 2-4 are proved on the basis of results obtained in [1-3].
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