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Let t0 < t1 be fixed numbers and let x0 ∈ Rn be a fixed vector. By Φ and Ω we denote,
respectively, the sets of measurable initial functions ϕ(t) = (ϕ1(t), . . . , ϕn(t))T , t ∈ [t0 − τ, t0],
ϕi(t) ∈ [−1, 1], i = 1, n and control functions u(t) = (u1(t), . . . , ur(t))T , t ∈ [t0, t1], u

i(t) ∈ [−1, 1],
i = 1, r.

To each element w = (ϕ(t), g(t), u(t)) ∈ W = Φ2 × Ω we assign the linear neutral differential
equation

ẋ(t) = Ax(t) +Bx(t− τ) + Cẋ(t− τ) +Du(t), t ∈ [t0, t1] (1)

with the initial condition

x(t) = ϕ(t), ẋ(t) = g(t), t ∈ [t0 − τ, t0), x(t0) = x0, (2)

where A, B, C, D are given constant matrices with appropriate dimensions.

Definition 1. Let w = (ϕ(t), g(t), u(t)) ∈ W . A function x(t) = x(t;w) ∈ Rn, t ∈ [t0 − τ, t1] is
called a solution of differential equation (1) with the initial condition (2) if x(t) satisfies the initial
condition (2), is absolutely continuous on the interval [t0, t1] and satisfies equation (1) almost
everywhere.

The inverse problem: Let y ∈ Y = {y ∈ Rn : ∃w ∈ W, x(t1;w) = y} be a given vector. Find
element w ∈ W such that the following condition holds x(t1;w) = y. The vector y, as rule, by
distinct error is beforehand given.Thus instead of the vector y we have ŷ (so called an observed
vector) which is an approximation to the y and, in general, ŷ 6∈ Y .Therefore it is natural to change
posed inverse problem by the following approximate problem.

The approximate inverse problem: Find an element w ∈W such that the deviation

1

2
|x(t1;w)− ŷ |2 =

1

2

n∑
i=1

[
xi(t1;w)− ŷ i

]2
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takes the minimal value.
It is clear that the approximate inverse problem is equivalent to the following optimization

problem:

ẋ(t) = Ax(t) +Bx(t− τ) + Cẋ(t− τ) +Du(t), t ∈ [t0, t1], (3)

x(t) = ϕ(t), ẋ(t) = g(t), t ∈ [t0 − τ, t0), x(t0) = x0, (4)

J(w) =
1

2
|x(t1;w)− ŷ |2 −→ min, w ∈W. (5)

The problem (3)–(5) is called the optimal control problem corresponding to the inverse problem.

Theorem 1 ([4]). There exists an optimal element w0 = (ϕ0(t), g0(t), u0(t)) for the problem (3)–
(5), i.e. J(w0) = infw∈W J(w).

Regularization of the optimal control problem (3)–(5). Now we consider the regularized optimal
control problem

ẋ(t) = Ax+Bx(t− τ) + Cẋ(t− τ) +Du(t), (6)

x(t) = ϕ(t), ẋ(t) = g(t), t ∈ [t0 − τ, t0), x(t0) = x0, (7)

J(w; δ) =
1

2
|x(t1;w)− ŷ |2 + δ1

t1∫
t0

α(t)|ϕ(t− τ)|2 dt

+δ2

t1∫
t0

α(t)|g(t− τ)|2 dt+ δ3

t1∫
t0

|u(t)|2 dt −→ min, w ∈W, (8)

where δ = (δ1, δ2, δ3), δi > 0, i = 1, 2, 3 and α(t) is the characteristic function of the interval
[t0, t0 + τ ].

Theorem 2. For every δ the problem (6)–(8) has the unique optimal element wδ =
(ϕδ(t), gδ(t), uδ(t)) and

lim
δ→0

J(wδ; δ) = J(w0).

It is natural that for sufficiently small δ the element wδ can be considered as an approximate
optimal element of the problem (3)–(5) and consequently as an approximate solution of the ap-
proximate inverse problem.

Theorem 3. For the optimality of an element wδ it suffices to fulfill the conditions:

ψ(t+ τ)Bϕδ(t)− δ1|ϕδ(t)|2 = max
ϕ∈[−1,1]n

[
ψ(t+ τ)Bϕ− δ1|ϕ|2

]
, t ∈ [t0 − τ, t0], (9)

ψ(t+ τ)Cgδ(t)− δ2|gδ(t)|2 = max
g∈[−1,1]n

[
ψ(t+ τ)Cg − δ2|g|2

]
, t ∈ [t0 − τ, t0], (10)

ψ(t)Duδ(t)− δ3|uδ(t)|2 = max
u∈[−1,1]r

[
ψ(t)Du− δ3|u|2

]
, t ∈ [t0, t1]. (11)

Here ψ(t), in general, is discontinuous at points t1 − kτ , k = 1, 2, . . . and (ψ(t), χ(t)) is a solution
of the system {

χ̇(t) = −ψ(t)A− ψ(t+ τ)B,

ψ(t) = χ(t) + Cψ(t+ τ)
(12)

with the initial condition

ψ(t1) = χ(t1) = ŷ − x(t1;wδ), ψ(t) = 0, t > t1. (13)
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Let

ψ(t+ τ)B := (%1(t), . . . , %n(t)), ψ(t+ τ)C := (σ1(t), . . . , σn(t)),

ψ(t)D := (γ1(t), . . . , γr(t)).

Using these notations, from (9)–(11), respectively, it follow

%i(t)ϕiδ(t)− δ1(ϕiδ(t))2 = max
ϕi∈[−1,1]

[
%i(t)ϕi − δ1(ϕi)2

]
, i = 1, n,

σi(t)giδ(t)− δ2(giδ(t))2 = max
gi∈[−1,1]

[
σi(t)gi − δ2(gi)2

]
, i = 1, n,

γi(t)uiδ(t)− δ3(uiδ(t))2 = max
ui∈[−1,1]

[
γi(t)ui − δ3(ui)2

]
, i = 1, r.

From the last relations we get

ϕiδ(t) =



−1 if
%i(t)

2δ1
≤ −1,

%i(t)

2δ1
if

%i(t)

2δ1
∈ [−1, 1],

1 if
%i(t)

2δ1
≥ 1,

giδ(t) =



−1 if
σi(t)

2δ2
≤ −1,

σi(t)

2δ3
if
σi(t)

2δ2
∈ [−1, 1],

1 if
σi(t)

2δ2
≥ 1,

uiδ(t) =



−1 if
γi(t)

2δ3
≤ −1,

γi(t)

2δ2
if
γi(t)

2δ3
∈ [−1, 1],

1 if
γi(t)

2δ3
≥ 1.

Iterative process for the approximate solution of the regularization problem (6)–(8). Let ϕ1(t) ∈
Φ, g1(t) ∈ Φ and u1(t) ∈ Ω be starting approximation of the initial functions and the control
function. We construct the sequences {xk(t)}, {ψk(t)}, {ϕk(t)}, {gk(t)}, {uk(t)} by the following
iteration process:

1) for given ϕk(t), gk(t) ∈ Φ and uk(t) ∈ Ω find xk(t) : the solution of the differential equation

ẋ(t) = Ax(t) +Bx(t− τ) + Cẋ(t− τ) +Duk(t), t ∈ [t0, t1]

with the initial condition

x(t) = ϕk(t), ẋ(t) = gk(t), t ∈ [t− τ, t0), x(t0) = x0;

2) if a stopping criterion is satisfied stop, stopping criterion can be for example the value of
J(wk; δ) is less than before given number ε, where wk = (ϕk(t), gk(t), uk(t));

3) find (ψk(t), χk(t)) : the solution of the differential equation (12) with the initial condition

ψ(t1) = χ(t1) = ŷ − x(t1;wk)ψ(t) = 0, t > t1;
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4) put k := k + 1 and find the next iterates ϕk+1(t), gk+1(t) and uk+1(t)

ϕik+1(t) =



−1 if
%ik(t)

2δ1
≤ −1,

%ik(t)

2δ1
if
%ik(t)

2δ1
∈ [−1, 1],

1 if
%ik(t)

2δ1
≥ 1,

gik+1(t) =



−1 if
σik(t)

2δ2
≤ −1,

σik(t)

2δ2
if
σik(t)

2δ2
∈ [−1, 1],

1 if
σik(t)

2δ2
≥ 1,

uik+1(t) =



−1 if
γik(t)

2δ3
≤ −1,

γik(t)

2δ3
if
γik(t)

2δ3
∈ [−1, 1],

1 if
γik(t)

2δ3
≥ 1.

Here

ψk(t+ τ)B := (%1k(t), . . . , %
n
k(t)), ψk(t+ τ)C := (σ1k(t), . . . , σ

n
k (t)),

ψk(t)D := (γ1k(t), . . . , γrk(t));

5) go to 1).

Theorem 4. The following relations are valid:

lim
k→∞

χ
k
(t) = χ

δ
(t), lim

k→∞
xk(t) = xδ(t) uniformly for t ∈ [t0, t1],

lim
k→∞

sup
t∈[t0,t1]

ψk(t) = ψδ(t), lim
k→∞

ϕk(t) = ϕδ(t), lim
k→∞

gk(t) = gδ(t)

weekly in the space L1([t0− τ, t0],Rn), lim
k→∞

uk(t) = uδ(t) weekly in the space L1([t0, t1],Rr). More-

over, wδ = (ϕδ(t), gδ(t), uδ(t)) is the optimal element, xδ(t) = x(t;wδ), (ψδ(t), χδ(t)) is the solution
of the equation (12) with the initial condition (13).

Theorems 2–4 are proved on the basis of results obtained in [1–3].
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