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We consider the differential equation

u′′(t) = f(t, u(τ(t))) (1)

with the Neumann boundary conditions

u′(a) = c1, u′(b) = c2, (2)

where f : [a, b]×R → R is a function satisfying the local Carathèodory conditions, and τ : [a, b] →
[a, b] is a measurable function.

For τ(t) ≡ t problem (1), (2) is investigated in detail (see, e.g., [2–7] and the references therein).
However, for τ(t) ̸≡ t that problem remains practically unstudied. The exception is only the case
where equation (1) is linear (see [1]).

Theorems below on the solvability and unique solvability of problem (1), (2) are analogues of
the theorem by I. Kiguradze [5] for differential equations with a deviating argument.

We use the following notation.

µ(t) =

(
b− a

2
+
∣∣∣b+ a

2
− t

∣∣∣ ) 1
2

, µτ (t) = ess sup
{
|τ(t)− τ(t0)|

1
2 : a ≤ t0 ≤ b

}
,

χτ (t) =

{
1 if τ(t) ̸= t,

0 if τ(t) = t,

f∗(t, x) = max
{
|f(t, y)| : |y| ≤ x

}
for t ∈ [a, b], x ≥ 0.

Theorems 1 and 2 concern the cases where on the set [a, b]× R either the inequality

f(t, x) sgn(x) ≥ φ(t, x), (3)

or the inequality
f(t, x) sgn(x) ≤ −φ(t, x) (4)

is satisfied. Here the function φ : [a, b] × R → R is such that φ(·, x) is Lebesgue integrable in the
interval [a, b],

φ(t, x) ≥ φ(t, y) for xy ≥ 0, |x| ≥ |y|, (5)
and

lim
|x|→+∞

b∫
a

φ(t, x) dt > |c1 − c2|. (6)

Theorem 1. If conditions (3), (5), (6), and

lim
|x|→+∞

(
1

|x|

b∫
a

|t− τ(t)|
1
2 f∗(t, µτ (t)x) dt

)
< 1

are fulfilled, then problem (1), (2) has at least one solution.
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Theorem 2. If conditions (4)–(6), and

lim sup
|x|→+∞

(
1

|x|

b∫
a

µ(t)f∗(t, µτ (t)x) dt

)
< 1

are fulfilled, then problem (1), (2) has at least one solution.
Example 1. Consider the differential equation

u′′(t) = p(t)
u(τ(t))

1 + |u(τ(t))|
(7)

with the Lebesgue integrable coefficient p : [a, b] → R. It is clear that if c1 ̸= c2 and
b∫

a

|p(t)| dt ≤ |c1 − c2|,

then problem (7), (2) has no solution. Thus from Theorem 1 (from Theorem 2) it follows that if
c1 ̸= c2 and

p(t) ≥ 0 for a ≤ t ≤ b (p(t) ≤ 0 for a ≤ t ≤ b) ,

then problem (7), (2) is solvable if and only if
b∫

a

p(t) dt > |c1 − c2|
( b∫

a

p(t) dt < −|c1 − c2|
)
.

The above example shows that condition (6) in Theorems 1 and 2 is unimprovable and it cannot
be replaced by the condition

lim
|x|→+∞

b∫
a

φ(t, x) dt ≥ |c1 − c2|.

Theorem 3. Let on the set [a, b]× R the conditions(
f(t, x)− f(t, y)

)
sgn(x− y) ≥ p1(t)|x− y|,

χτ (t)
∣∣f(t, x)− f(t, y)

∣∣ ≤ p2(t)|x− y|

hold, where pi : [a, b] → R+ (i = 1, 2) are integrable functions such that
b∫

a

p1(t) dt > 0,

b∫
a

|t− τ(t)|
1
2µτ (t)p2(t) dt < 1.

Then problem (1), (2) has one and only one solution.
Theorem 4. Let on the set [a, b]× R the condition

−p2(t)|x− y| ≤
(
f(t, x)− f(t, y)

)
sgn(x− y) ≤ −p1(t)|x− y|

be satisfied, where pi : [a, b] → R+ (i = 1, 2) are integrable functions such that
b∫

a

p1(t) dt > 0,

b∫
a

µ(t)µτ (t)p2(t) dt < 1.

Then problem (1), (2) has one and only one solution.
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Example 2. Let I ⊂ [a, b] and [a, b] \ I be the sets of positive measure, and τ : [a, b] → R be the
measurable function such that

τ(t) = t for t ∈ I, τ(t) ̸= t for t ̸∈ I.

Let, moreover,

f(t, x) =

{
p(t)

(
exp(|x|)− 1

)
sgn(x) + q(t) if t ∈ I,

p(t)x+ q(t) if t ∈ [a, b] \ I,

where p : [a, b] → (0,+∞) and q : [a, b] → R are integrable functions, and

b∫
a

|t− τ(t)|
1
2µτ (t)p(t) dt < 1. (8)

Then by Theorem 3 problem (1), (2) has one and only one solution.
Consequently, Theorem 3 covers the case, where τ(t) ̸= t and for any t from some set of positive

measure the function f is rapidly increasing in the phase variable, i.e.,

lim
|x|→+∞

f(t, x)

x
= +∞.

At the end, consider the linear differential equation

u′′(t) = p(t)u(τ(t)) + q(t) (9)

with integrable coefficients p : [a, b] → R and q : [a, b] → R.
Theorem 3 yields the following statement.

Corollary 1. If

p(t) ≥ 0 for a < t < b,

b∫
a

p(t) dt > 0, (10)

and inequality (8) holds, then problem (9), (2) has one and only one solution.

If τ(t) ≡ t, then condition (10) guarantees the unique solvability of problem (9), (2). And if
τ(t) ̸≡ t, then this is not so. Indeed, if, for example, a = 0, b = π, τ(t) = π − t, p(t) = 1 for
a ≤ t ≤ b, and the function q satisfies the inequality

b∫
a

q(t) cos(t) dt ̸= −c1 − c2, (11)

then problem (9), (2) has no solution.
Therefore, condition (8) in Corollary 1 is essential and it cannot be omitted. However, the

question on the unimprovability of that condition remains open.
Theorem 4 yields the following statement.

Corollary 2. If

p(t) ≤ 0 for a < t < b, 0 <

b∫
a

µ(t)µτ (t)|p(t)| dt < 1, (12)

then problem (9), (2) has one and only one solution.
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Note that problem (9), (2) may be uniquely solvable also in the case where the differential
equation

u′′(t) = p(t)u(t) + q(t) (13)
has no solution satisfying the boundary conditions (2). For example, if

p(t) = −1 for a ≤ t ≤ b, a = 0, b = π, (14)

and condition (11) holds, then problem (13), (2) has no solution. On the other hand, if along with
(14) we have

τ(t) =

{
t3 for 0 ≤ t ≤ π−1,

π−3 for π−1 ≤ t ≤ π,

then condition (12) is satisfied and, according to Corollary 2, problem (9), (2) is uniquely solvable
for any c1 and c2.
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