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This work is a continuation and development of [1] and the problem is investigated with the
help of constructive regularization method [2, Ch. 1].

Consider the multipoint boundary value problem for the matrix equation

dX

dt
=
(
A0(t) + λA1(t)

)
X +XB(t) + F (t), X ∈ Rn×m (1)

with the condition
k∑

i=1

MiX(ti) = 0, 0 = t1 < t2 < · · · < tk = ω, (2)

where A0(t), A1(t), B(t), F (t) are matrices for class C[0, ω] of corresponding dimensions, Mi are
given constant (n× n)-matrices, λ ∈ R.

A nonlinear problem of the type (1), (2) was studied by qualitative methods in [3].
We investigate the problem (1), (2) on the bases of the method of integral equations. We use

the additive decomposition of the matrix B(t) in the form B(t) = B1(t)+B2(t), where the matrices
B1(t), B2(t) are chosen in a certain way (see, for example, [2, Ch. 1]).

We introduce the following notations.

γ = ∥Φ−1∥, µ1 = max
t

∥V (t)∥, µ2 = max
t

∥V −1(t)∥, vi = ∥Vi∥, mi = ∥Mi∥, ε = |λ|,

β2 = max
t

∥B2(t)∥, αi = max
t

∥Ai(t)∥ (i = 0, 1), q0 = γµ1µ2(α0 + β2)ω

k∑
i=1

mivi,

q1 = γµ1µ2α1ω
k∑

i=1

mivi, N = γµ1µ2ωh
k∑

i=1

mivi,

where Φ is a linear operator: ΦY ≡
k∑

i=1
MiY Vi; Vi = V (ti), V (t) is a fundamental matrix of the

equation dV/dt = V B1(t); ∥ • ∥ is an agreement matrix norm.

Theorem. Let the operator Φ be invertible and q0 < 1. Then for |λ| < (1 − q0)/q1 the problem
(1), (2) is uniquely solvable; its solution X(t) can be represented as the limit of a uniformly con-
vergent sequence of matrix functions defined by an integral recursion relation and satisfying the
condition (2); moreover, the following estimate holds

∥X(t, λ)∥ ≤ N

1− q0 − εq1
. (3)

Proof. We use a constructive method that follows from the approach in [2]. Then we have equivalent
integral equation

X(t) =

(
Φ−1

{ k∑
i=1

Mi

t∫
ti

[
A(τ)X(τ) +X(τ)B2(τ) + F (τ)

]
V −1(τ) dτ · Vi

})
V (t), (4)
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where X(t) ≡ X(t, λ), A(τ) ≡ A0(τ) + λA1(τ).
To analyze the solvability of the matrix equation (4), we use the contraction mapping principle

[4, p. 605]. Next, we obtain an integral recursion relation for the approximate solution

Xp(t) =

(
Φ−1

{ k∑
i=1

Mi

t∫
ti

[
A(τ)Xp−1(τ) +Xp−1(τ)B2(τ) + F (τ)

]
V −1(τ) dτ · Vi

})
V (t), (5)

p = 1, 2, . . . .

For the initial approximation X0(t) one can take any matrix of the class C(I,Rn×n).
We proof next: the functions X1(t), X2(t), . . . satisfy the condition (2). Consider the algorithm

(5) in differential form:

dXp(t)

dt
= Xp(t)B1(t) +

(
Φ−1

{ k∑
i=1

Mi

[
A(t)Xp−1(t) +Xp−1(t)B2(t) + F (t)

]
V −1(t)Vi

})
V (t) =

= Xp(t)B1(t) +
(
Φ−1

{
Φ
[
A(t)Xp−1(t) +Xp−1(t)B2(t) + F (t)

]
V −1(t)

})
V (t) =

= Xp(t)B1(t) +
[
A(t)Xp−1(t) +Xp−1(t)B2(t) + F (t)

]
V −1(t)V (t) =

= Xp(t)B1(t) +
[
A(t)Xp−1(t) +Xp−1(t)B2(t) + F (t)

]
.

Hence we obtain the representation

dXp(t)

dt
= Xp(t)B1(t) +

[
A(t)Xp−1(t) +Xp−1(t)B2(t) + F (t)

]
. (6)

From (6) we have[
A(τ)Xp−1(τ) +Xp−1(τ)B2(τ) + F (τ)

]
dτ = dXp(τ)−Xp(τ)B1(τ) dτ. (7)

By using (7), on the bases of (6) we obtain

Xp(t) =

(
Φ−1

{ k∑
i=1

Mi

t∫
ti

[
dXp(τ)−Xp(τ)B1(τ) dτ

]
V −1(τ) · Vi

})
V (t) =

=

(
Φ−1

{ k∑
i=1

Mi

t∫
ti

(dXp(τ))V
−1(τ)Vi −

k∑
i=1

Mi

t∫
ti

Xp(τ)B1(τ)V
−1(τ) dτ · Vi

})
V (t) =

=

(
Φ−1

{
k∑

i=1

Mi

(
Xp(τ)V

−1(τ)
∣∣∣t
ti
+

t∫
ti

Xp(τ)B1(τ)V
−1(τ) dτ

)
Vi−

−
k∑

i=1

Mi

t∫
ti

Xp(τ)B1(τ)V
−1(τ) dτ · Vi

})
V (t) =

=

(
Φ−1

{
k∑

i=1

Mi

(
Xp(t)V

−1(t)−Xp(ti)V
−1(ti) +

t∫
ti

Xp(τ)B1(τ)V
−1(τ) dτ

)
Vi−

−
k∑

i=1

Mi

t∫
ti

Xp(τ)B1(τ)V
−1(τ) dτ · Vi

})
V (t) =
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=

(
Φ−1

{
k∑

i=1

(
MiXp(t)V

−1(t)Vi −MiXp(ti) +Mi

t∫
ti

Xp(τ)B1(τ)V
−1(τ) dτ · Vi

)
−

−
k∑

i=1

Mi

t∫
ti

Xp(τ)B1(τ)V
−1(τ) dτ · Vi

})
V (t) =

=

(
Φ−1

{
k∑

i=1

MiXp(t)V
−1(t)Vi −

k∑
i=1

MiXp(ti) +

k∑
i=1

Mi

∫ t

ti

Xp(τ)B1(τ)V
−1(τ) dτ · Vi−

−
k∑

i=1

Mi

t∫
ti

Xp(τ)B1(τ)V
−1(τ) dτ · Vi

})
V (t) =

=
(
Φ−1

{
Φ
[
Xp(t)V

−1(t)
]
−

k∑
i=1

MiXp(ti)
})

V (t) =

=
(
Φ−1Φ

[
Xp(t)V

−1(t)
]
− Φ−1

k∑
i=1

MiXp(ti)
)
V (t) =

=
(
Xp(t)V

−1(t)− Φ−1
k∑

i=1

MiXp(ti)
)
V (t) = Xp(t)−

(
Φ−1

k∑
i=1

MiXp(ti)
)
V (t). (8)

Note that the formula (8) yields

k∑
i=1

MiXp(ti) = 0.

Let us analyze the convergence of the sequence {Xp(t)}∞1 . By (5), we have

Xp+1(t)−Xp(t) = L(Xp)− L(Xp−1), p = 1, 2, . . . , (9)

where

L(Y ) =

(
Φ−1

{ k∑
i=1

Mi

t∫
ti

[
A(τ)Y (τ) + Y (τ)B2(τ) + F (τ)

]
V −1(τ) dτ · Vi

})
V (t).

By estimating the norm in (9), we obtain the inequality

∥Xp −Xp−1∥C ≤ qp∥X1 −X0∥C , p = 1, 2, . . . , (10)

where q = q0 + εq1, ∥X1 −X0∥C = ∥L(X0)−X0∥C .
By using (10), one can show that the sequence converges uniformly with respect to t ∈ [0, ω]

to a solution of the integral equation (4), equivalent to the problem (1), (2), and we obtain the
estimates

∥X −Xr∥C ≤ qr

1− q
∥X1 −X0∥C , r = 0, 1, 2, . . . ,

∥X∥C ≤ ∥X0∥C +
∥X1 −X0∥C

1− q
. (11)

From (5) we have the estimate ∥X1∥C ≤ N for X0 = 0 , and from (11) we have the inequality
(3).
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