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THE RIEMANN-HILBERT PROBLEM IN SMIRNOV
CLASS WITH A VARIABLE EXPONENT AND AN

ARBITRARY POWER WEIGHT

V. PAATASHVILI

Abstract. The paper considers the Riemann-Hilbert problem
Re[(a(t) + ib(t))ϕ+(t)] = c(t) in the weighted Smirnov class
Ep(t)(D;ω) with a variable exponent. The domain D is bounded
by a piecewise smooth curve possessing one angular point A, at
which the size of interior with respect to D angle is equal to νπ,
0 < ν ≤ 2 and the weight ω is an arbitrary power function of
type ω(z) = (z −A)β , β ∈ R.

Depending on values of numbers ν, β, p(A) and functions
a(t), b(t), there arise different situations for solvability of the
problem. All possible cases are investigated. The necessary
and sufficient conditions of solvability are pointed out and all
solutions (when they exist) are constructed.

ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ ÒÉÌÀÍ-äÉËÁÄÒÔÉÓ ÀÌÏÝÀÍÀ Re[(a(t) +
ib(t))ϕ+(t)]=c(t) ÂÀÌÏÊÅËÄÖËÉÀ ÓÌÉÒÍÏÅÉÓ Ep(t)(D;ω) ÊËÀ-
ÓÛÉ ÝÅËÀÃÉ p(t) ÌÀÜÅÄÍÄÁËÉÓÀ ÃÀ áÀÒÉÓáÏÅÀÍÉ ω(z) = (z−
A)β ßÏÍÉÓ ÛÄÌÈáÅÄÅÀÛÉ, ÓÀÃÀÝ A ÀÒÉÓ D ÀÒÉÓ ÓÀÆÙÅÒÉÓ
ÊÖÈáÖÒÉ ßÄÒÔÉËÉ, ÒÏÌÄËÛÉÝ ÊÖÈáÉÓ ÓÉÃÉÃÄ (D ÀÒÉÓ
ÌÉÌÀÒÈ) ÀÒÉÓ πν, 0 < ν ≤ 2, β ÊÉ ÍÄÁÉÓÌÉÄÒÉ ÍÀÌÃÅÉËÉ
ÒÉÝáÅÉÀ.

ÉÌÉÓÃÀÌÉáÄÃÅÉÈ ÈÖ ÒÏÂÏÒÉÀ ÌÏÝÄÌÖËÉ a(t), b(t) ×ÖÍ-
ØÝÉÄÁÉ ÃÀ ÈÀÍÀ×ÀÒÃÏÁÀÍÉ ν, β, p(A) ÒÉÝáÅÄÁÓ ÛÏÒÉÓ.
ÂÅÀØÅÓ ÀÌÏÝÀÍÉÓ ÀÌÏáÓÍÀÃÏÁÉÓ ÓáÅÀÃÀÓáÅÀ ÓÖÒÀÈÉ. ÂÀÍáÉ-
ËÖËÉÀ ÚÅÄËÀ ÛÄÓÀÞËÏ ÛÄÌÈáÅÄÅÀ. ÂÀÌÏÅËÄÍÉËÉÀ ÀÌÏá-
ÓÍÀÃÏÁÉÓ ÀÖÝÉËÄÁÄËÉ ÃÀ ÓÀÊÌÀÒÉÓÉ ÐÉÒÏÁÄÁÉ. ÃÀÈÅËÉËÉÀ
ßÒ×ÉÅÀÃ ÃÀÌÏÖÊÉÃÄÁÄËÉ ÀÌÏÍÀáÓÍÄÁÉÓ ÒÀÏÃÄÍÏÁÀ, ÀÂÄÁÖ-
ËÉÀ ÀÌÏáÓÍÄÁÉ ÒÏÝÀ ÉÓÉÍÉ ÀÒÓÄÁÏÁÓ.

10. Introduction. Let D be a simply connected domain whose bound-
ary Γ is a closed simple rectifiable curve. The real functions a(t), b(t) and
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c(t) are prescribed on Γ and the domain D involves an A(D) class of ana-
lytic functions ϕ(z) with boundary values ϕ+(t), t ∈ Γ. We are required to
define those functions ϕ from A(D) for which

Re[(a(t) + ib(t))ϕ+(t)] = c(t). (1)
This problem is the Riemann-Hilbert problem. It has been thoroughly

studied in various assumptions regarding Γ, a, b, c and A(D) (see, e.g.,
[1–4], et al.).

In the recent years, a large number of works in the analysis and its appli-
cations are focused upon the boundary value problems in which unknown
functions are Lebesgue integrable with a variable exponent.

In this connection, in [5-6] one can find generalizations of weighted V.I.
Smirnov classes Ep(D;ω), analytic in the domain D, when p is a function
of definite smoothness. Along with the above, V. Kokilashvili and S. Samko
have proved that the Cauchy singular integral operator

S : φ→ SΓφ, (SΓφ)(t) =
1

πi

∫
Γ

φ(τ)

τ − t
dτ, t ∈ Γ, φ ∈ Lp(·)(Γ, ω) (2)

for wide classes of curved functions p(t) and power weight functions

ω(t) =
n∏
k=1

(t− tk), tk ∈ Γ,

− 1

p(tk)
< αk <

1

q(tk)
, q(t) = p(t)[p(t)− 1]−1 (3)

is bounded in the Lebesgue space with a variable exponent Lp(t)(Γ, ω) (see
[7-8], et al.). It is stated in [9] that if p(t) is Log is Hölder continuous on Γ
and min p(t) > 1, then SΓ is continuous in Lp(·)(Γ), if and only if Γ is the
Carleson curve (i.e., Γ ∈ R).

This fact made it possible to investigate in classes Ep(·)(D;ω) various
boundary value problems of the theory of analytic and harmonic functions
(since problem (1) for a(t) = 1 and b(t) = 0 can be considered as the Dirich-
let problem in the class ep(·)(D;ω) = {u : u ∈ Reϕ, ϕ ∈ Ep(·)(D;ω)}).

In particular, problem (1) has been investigated when Γ is a piecewice
smooth curve free from an outer peak, and ω is given with condition (3)
(see [10-15]). A part of the obtained results can be found in the book [16].

In the present work, we consider this problem in the class Ep(·)(D;ω),
when p ∈ P̃(Γ) (for definition of P̃(Γ), see below),

Γ ∈ C1(A; ν), 0 < ν ≤ 2, ω(t) = (t−A)β , β ∈ R. (4)
Since in the weight ω(t) = (t − A)β we take βk as an arbitrary real

number, there may arise the cases in which condition (3) violates, entailing
considerable changes in investigation and in a picture of solvability.
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In close formulations, problem (1) for constant p has been considered in
[17–18]. In [18], problem (1) was treated under the assumptions (4) and
p = const > 1. Following partially [18], using essentially the needed for
investigation properties of functions from Ep(·)(D;ω) and supplementing
them with new facts, we have managed to state the results, analogous to
those from [18], but somewhat different, since the statements contain values
of the function p(t) at the point A.

The Riemann-Hilbert problem is frequently considered in a class
Kp(·)(D;ω) of functions, representable by the Cauchy type integral with
density from Lp(·)(Γ).

In Section 30 we indicate the conditions under fulfilment of which
Ep(·)(D;ω) = Kp(·)(D;ω).

20. Statement of the Problem. First of all, we adduce the assump-
tions relative to the given elements of the problem (Items 2.1–2.3) and
then to unknown functions (Items 2.4–2.6). In Item 2.6 we formulate the
Riemann-Hilbert problem in a form this problem will be considered in the
present work.

2.1. Γ ∈ C1(A, ν) denotes that Γ is a closed, simple, piecewise smooth
curve with only one angular point A at which angle size (with respect to a
finite domain bounded by Γ) equals πν, 0 < ν ≤ 2.

2.2. Classes of Exponents. By P(Γ) we denote a set of measurable on
Γ real functions p(t) for which: 1) there exists the constant B(p) such that
for any t1, t2 ∈ Γ we have |p(t1)−p(t2)| < B(p)

| ln |t1−t2|| ; 2) mint∈Γ p(t) = p > 1.
By P1+ε(Γ) we denote a subset of functions from P(Γ) for which condi-

tion 1) is replaced by the condition

|p(t1)− p(t2)| <
B(p)

| ln |t1 − t2||1+ε
, ε > 0.

Assume
P̃ (Γ) =

∪
ε>0

P1+ε(Γ).

2.3. Let z = z(w)-conformal mapping the circle U = {w : |w| < 1} onto
D and z = z(w) its inverse function and z(τ) its extension on γ = {τ :
|τ | = 1}.

If Γ ∈ C1(A, ν), 0 < ν ≤ 2, p ∈ P (γ) then l ∈ P̃(Γ), where l(τ) = p(z(τ))
([16], p. 185).

2.4. The Spaces Lp(·)(Γ;ω). Let f be a measurable on Γ function and
ω(t) be a weight function (i.e., almost everywhere finite and different from
zero measurable on Γ). Suppose

∥f∥Lp(·)(Γ;ω) = inf{λ > 0,

l∫
0

∣∣∣f(t(s))ω(t(s))
λ

∣∣∣p(t(s))ds ≤ 1},
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where t = t(s), 0 ≤ s ≤ l is the equation of Γ with respect to the arc
abscissa s.

Let

Lp(·)(Γ;ω) = {f : ∥f∥Lp(·)(Γ;ω) <∞}, Lp(·)(Γ) := Lp(·)(Γ; 1).

2.5. The Class Ep(·)(D;ω). Let D be the simply connected domain
bounded by the curve Γ; p : Γ → (1,∞), and ω is the wighted function
in D.

We say that the analytic in D function ϕ belongs to the class Ep(·)(D;ω)
if

sup
0<r<1

2π∫
0

|ϕ(z(reiθ))ω(z(reiθ))|p(z(e
iθ))dθ <∞. (5)

where z = z(reiθ) is the function, mapping conformally the circle ∪ = {w :
w = reiθ, 0 ≤ r < 1, 0 ≤ θ < 2π} onto D.

2.6. Classes of Functions Representable by the Cauchy Type
Integral.

Kp(·)(D;ω) = {ϕ : ϕ(z) =
1

2πiω(z)

∫
Γ

f(t)dt

t− z
≡

≡ 1

ω(z)
KΓf(z), f ∈ Lp(·)(Γ), z ∈ D}, (6)

Kp(·)(Γ, ω) = {ϕ : ϕ(z) = (KΓ(f))(z), f ∈ Lp(·)(Γ;ω), z∈Γ} (7)

K̃p(·)(Γ;ω) = {ϕ : ϕ(z) = ϕ0(z) + q(z),

ϕ0 ∈ Kp(·)(Γ;ω), q(z) is the polynomial.} (8)

Sometimes it is necessary to indicate an order of the polynomial q(z).
If in the representation ϕ(z) of (8) an order of q(z) equals n, then we will
write ϕ ∈ Kp(·)n (Γ;ω). If, however, q(z) ≡ 0, and ϕ0 has zero of order n, we
write ϕ ∈ K̃

p(·)
−n (Γ;ω). In the notations for ω ≡ 1, we do not indicate weight

and write, respectively, Ep(·)(D), Kp(·)(Γ).
Denote by K̃p(·)

D (Γ;ω) a set of functions which are restriction to on D of
the functions from K̃p(·)(Γ;ω).

In [6] (see also [16], p.168, Corollary 7), the following statement is proved.
If Γ is the Carleson curve, 1

ω ∈ Eδ(D), δ > 0 and the function ω+(t)

belongs to W p(·)(Γ), (i.e., the operator

SΓ,ω+ : φ→ SΓ,ω+ , (Sω+φ)(t) =
ω+(t)

πi

∫
Γ

φ(τ)dτ

ω+(τ)(τ − t)
, t ∈ Γ,
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is continuous in Lp(·)(Γ)), then

Kp(·)(D;ω) = K
p(·)
D (Γ;ω). (9)

Let now the conditions of this statement be fulfilled, and p ∈ P(Γ).
If ϕ ∈ Kp(·)(D;ω), then ϕ(z) = 1

ω(z) (KΓf)(z) where (KΓf)(z) =
1

2πi ×∫
Γ
f(t)dt
t−z , f ∈ Lp(·)(Γ) ⊂ Lp(Γ). Since Γ is the Carleson curve, therefore

(KΓf)(z) ∈ Ep(·)(D) (see [19], p.29). Consequently, ϕ ∈ Eη(D) for some
η > 0 (since 1

ω ∈ Eδ(D) and (KΓf) ∈ Ep(D)).
Further, according to the Sokhotskii-Plemelj formula, (KΓf)

+(t)= 1
2f(t)+

1
2 (SΓf)(t). By virtue of our assumptions (i.e., that p ∈ P (Γ), Γ is the Car-
leson curve and ϕ+ ∈ Lp(·)(Γ)), we can conclude that η > 0. (This follows
from the theorem on the boundedness in Lp(·)(Γ) of the Cauchy singular
operator (see [9] and [16], pp. 41-58).

Thus, ϕ(z) ∈ Eη(D) and ϕ+ ∈ Lp(·)(Γ). Let us make use of the following
result from [6] (see also [16], p.85).

If ϕ ∈ Ep(·)(D) and ϕ+ ∈ Lp1(·)(Γ), where p > 0, p1 ∈ P(Γ) and Γ is the
piecewise smooth curve, then ϕ ∈ Ep̃(·)(D), where p̃(t) = max(p(t), p1(t)).

In the sequel, this theorem proven by Smirnov for constant p will be
called Smirnov’s generalized theorem ([20], see also [21], p.203).

In our case, max(η, p(t(s))) = p > 1, hence ϕ+ ∈ Lp(Γ) ⊂ L1(Γ), and
thus ϕ ∈ Ep(D) ⊂ E1(D).

Due to this fact, ϕ is representable by the Cauchy integral ϕ(z) =
(KΓϕ

+)(z) (see, e.g., [21], pp. 205–6).
Since ϕ+ ∈ Lp(·)(Γ), we find that ϕ is represented by the Cauchy integral

with density from Lp(·)(Γ).
On the other hand, ωϕ = KΓf ∈ Ep(D) and (ϕω)+ ∈ Lp(·)(Γ).
By Smirnov’s generalized theorem, we can conclude that ωϕ ∈ Ep(·)(D).
Thus the following theorem is proved.

Theorem 1. If ϕ ∈ Lp(·)(D;ω), 1
ω ∈ Eδ(D) for some δ > 0, ω+ ∈W p(·)(Γ),

Γ is the Carleson curve, and p ∈ P(Γ), then

Kp(·)(D;ω) = K
p(·)
D (Γ;ω) = Ep(·)(D;ω). (10)

2.7. Statement of the Riemann-Hilbert Problem.
We are now able to formulate the Riemann-Hilbert problem in a form we

intend to solve it.
Let D be the bounded simply connected domain with the boundary Γ,

and

Γ ∈ C1(A, ν), 0 < ν ≤ 2, p ∈ P(Γ), ω = (t−A)β , A ∈ Γ, β ∈ R.
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Next, let there be given on Γ the piecewise Hölder real functions a(t), b(t)
and c(t) such that

inf(a2(t)− b2(t)) > 0, c(t) ∈ Lp(·)(Γ;ω).

We are required to define the function ϕ ∈ Ep(·)(D;ω) such that for almost
all t on Γ, we have

Re[(a(t) + ib(t))ϕ+(t)] = c(t).

30. The Function X̃(W ).
Let z : z(w) be the conformal mapping of the circle U onto D, and

w = w(z) be its inverse mapping.
Let

A(τ) = a(z(τ)), B(τ) = b(z(τ)), C(τ) = c(z(τ)). (11)
Since a(τ), b(τ) are piecewise Hölder functions on Γ and Γ ∈ C1(A, ν), it

is easy to prove that the functions A(τ) and B(τ) on the circumference γ =
{r : |τ | = 1} are the same; thus the function G1(τ) = [A(τ − iB(τ))][A(τ) +
iB(τ)]−1 is likewise the same.

Let b1, b2, . . . , bn, be all points of G1(τ) discontinuity. Since |G1(t)| = 1
everywhere on γ, except the points b1, b2, . . . , bn, therefore |G1(bj±)| = 1.
Thus, if G1(bj−)[G1(bj+)]−1 = exp 2πiuj , then uj are the real numbers.

Assume

rj(w) =


(w − bj)

uj , |w| < 1,( 1

w
− bj

)u
j
, |w| > 1.

r(w) =
n∏
j=1

rj(w), Rj(τ) =
r+j (τ)

r−j (τ)
.

ThenRj(τ) = exp(−2πuj), and hence, the function G(r) = G1(r)
∏n
j=1Rj(τ)

belongs to the Hölder class on γ and is everywhere different from zero. Let
G̃(τ) = G(τ)(τ − w0)

−κ , where w0 ∈ U and

κ = ind G̃(τ) = 1

2π
[arg G̃(τ)]γ . (12)

Assume

X̃(w) =


exp

( 1

2πi

∫
γ

ln G̃(τ)dτ
τ − w

)
, |w| < 1,

(w − w0)
−κ exp

( 1

2πi

∫
γ

ln G̃(τ)dτ
τ − w

)
, |w| > 1.

(13)

In Section 40, using the function X̃(w), we will construct a canonical
function for the Riemann problem to which we reduce problem (1).

40. The Basic Theorem.

Theorem 2. Let D be the simply connected domain bounded by the curve
Γ and let conditions (4) be fulfilled.
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Assume

k∗ = νβ +
ν − 1

p(A)
+ κ, k = [k∗], W (A) = a, a ∈ γ,

(i.e., k is the integer of k∗), and let Z be a set of integers.
Then:
I. If k∗ ̸∈ Z, k ≥ 0 then problem (1) is solvable, and its general solution

is given by the equality
ϕ(z) = ϕ0(z) + ϕC(z),

in which
ϕ0(z) = Qk(w(z))[(w(z)− a)k]−1, (14)

where Qk(w) =
∑k
j=0 ajw

j is an arbitrary polynomial with coefficients sat-
isfying the condition

ckaj = ak−j , ck = (−1)k+1ak, (15)
and

ϕC(z) =
1

2π

1

[w(z)− a]

∫
Γ

c(t)(w(t)− a)

w(t)− w(z)

(
1 +

w(z)

w(t)

)k+1

dt. (16)

II. For k∗ ̸∈ Z, k ≤ −1
(a) if k = −1, then the problem is uniquely solvable, and a solution is

given by the equality ϕ(z) = ϕC(z) (see (16));
(b) if k ≤ −2, then for the problem to be solvable, it is necessary and

sufficient that∫
Γ

C(t)(w(t)− a)kwj(t)w′(t)dt = 0, j = 0,−k − 2, (17)

and if these conditions are fulfilled, we have a unique solution ϕ(z) = ϕC(z).
III. For k∗ ∈ Z, k ≥ 0 for the problem to be solvable, it is necessary and

sufficient that
1

w(z)− a

∫
Γ

c(τ)(w(τ)− a)k

w(τ)− w(t)
w′(τ)dτ ∈ Lp(·)(Γ;ω), (18)

and if these conditions are fulfilled, then:
if either (a)

w(t)

(w(t)− a)k
∈ Lp(·)(Γ), (19)

or (b)
w(t)

(w(t)− a)k
̸∈ Lp(·)(Γ) and Q(a) = 0,

then a solution is unique and given by equalities (13)–(16).
IV. For k∗ ∈ Z, k ≤ −1.
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(a) if k = −1, then for the problem to be solvable, it is necessary that
condition (18) is fulfilled, and if this condition is fulfilled, the function ϕC(z)
is a solution of the problem;

(b) if k ≤ −2, then for the problem to be solvable, it is necessary and
sufficient that conditions (17)–(18) are fulfilled, and if they are fulfilled, then
the function ϕC(z) is a solution.

We divide the proof into several stages. At the first stage, problem (1)
reduces to the Riemann problem for a circle, but with a supplementary
condition (Item 5.1).

We solve the obtained problem first without a supplementary condition
(Item 5.2) and then consider the cases k∗ ̸∈ Z (Item 5.2.1) and k∗ ∈ Z
(Item 5.2.2). Finally, from the obtained set of solutions we distinguish
those satisfying the supplementary condition, and obtain thereby solutions
of problem (1).

5.1. Reduction of Problem (1) to the Riemann Problem in a
Circle U with a Supplementary Condition.

The function ϕ(z(ω)) satisfies the condition
Re[(a(z(τ))) + ib(z(τ))ϕ+(z(τ))] = c(z(τ)). (20)

From the definition it follows that if ϕ ∈ Ep(·)(D;ω), then the function
ϕ(z(ω)) in the circle U belongs to the class Lp(·)(U ;ω(z(w))|z′(ω)|

1

p(z(eiθ)) ).
Assume

ω1(w) = ω(z(w))|z′(w)|
1

p(z(eiθ)) , w = reiθ. (21)
Since Γ ∈ C1(A; ν), therefore

z(w)− z(a) = (w − a)ν exp
(
1

π

∫
γ

φ1(τ)dτ

τ − w

)
,

z′(w) = (w − a)ν−1 exp
(
1

π

∫
γ

φ2(τ)dτ

τ − w

)
where φ1, φ2, are the real continuous on γ functions (see [19], pp. 144-153).

Taking into account these equalities, we obtain

ω1(w) ∼ (w − a)νβ(w − a)
ν−1

p(z(eiθ))×

× exp 1

π

∫
γ

φ(τ)dτ

τ − w
φ = φ1 + φ2, (22)

(the writing ψ(w) ∼ g(w) here denotes that 0 < m ≤
∣∣∣ψ(w)
g(w)

∣∣∣ ≤M <∞).
Let ϕ1(w) = ϕ(z(w))ω1(w). We are unable to consider problem (20)

as the Riemann-Hilbert problem of the class El(·)(U), l(τ) = p(z(τ)) with
respect to ϕ1(w). The reason is that [z′(reiθ)]

1

p(z(eiθ)) is not analytic, but
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equivalent to the analytic function. Towards this end, we apply the following
result (see [16], p.218),

Lemma 1. If l ∈ P̃(γ), then

ω1(w) ∼ ρ(w) = (w − a)νβ(w − a)
ν−1
l(a) exp

(
1

π

∫
γ

ψ(ζ)dζ

ζ − w

)
, (23)

where ψ(ζ) = φ(ζ)
l(ζ) , l(ζ) = p(z(ζ)), φ(ζ) = φ1(ζ) + φ2(ζ).

Corollary. Under the assumptions of Lemma 1, ϕ(z(w)) ∈ El(·)(U, ρ).
Following [1] (Ch. II), we can now reduce problem (1) to the Riemann

problem in a circle, but with a supplementary condition.
Condition (1) takes the form

Re[(A(τ) + iB(τ))ϕ+(z(τ))] = C(τ), (24)
that is,

Re
[A(τ) + iB(τ)

ρ(τ)
ρ(τ)ϕ+(z(τ))

]
= C(τ). (25)

Let
Ψ(w) = ρ(w)ϕ(z(w)), |w| < 1,

Then from (25), we successively obtain
A(τ) + iB(τ)

ρ(τ)
Ψ+(τ) +

A(τ)− iB(τ)

ρ(τ)
Ψ+(τ) = 2C(τ),

Ψ+(τ) =
A(τ)− iB(τ)

A(τ) + iB(τ)

ρ(τ)

ρ(τ)
Ψ+(τ) =

2C(τ)ρ(τ)

A(τ) + iB(τ)
. (26)

The function Ψ+(τ) = ϕ(z(τ))ρ(τ) is the boundary value of the analytic
in the domain U− = C\U function Ψ

(
1
w

)
ρ
(

1
w

)
.

Suppose

Ω(w) =

Ψ(w), |w| < 1,

Ψ
(

1
w

)
, |w| > 1.

(27)

Then (26) takes the form
Ω+(τ) = G1(τ)Ω

−(τ) + C1(τ), (28)
where

G1(τ) =
A(τ)− iB(τ)

A(τ) + iB(τ)

ρ(τ)

ρ(τ)
, C1(τ) =

2C(τ)ρ(τ)

A(τ) + iB(τ)
. (29)

Since ϕ ∈ Ep(·)(D,ω), therefore Ω(w) ∈ El(·)(U), and from the definition
of Ω in the domain U− it follows that there exists the polynomial q(w) such
that (Ω− q) ∈ Ep(·)(U−).
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The function

Ω̃(w) =

{
Ω(w), |w| < 1,

Ω(w)− q(w), |w| > 1,

is representable by the Cauchy type integral with density Ω̃+− Ω̃− = (Ω+−
Ω− − q) ∈ Ll(·)(γ),

Ω(w) =
1

2πi

∫
γ

Ω1(τ)dτ

τ − w
+ q(w), |w| ̸= 1, Ω1(τ) = Ω̃+(τ)− Ω̃−(τ)

and hence Ω(w) ∈ K̃l(·)(Γ).
For the function F , analytical outside of γ, we put

F∗(w) = F
( 1

w

)
, |w| ̸= 1.

We can now formulate the problem with respect to Ω: Find the function
analytical outside of γ, satisfying the conditions{

Ω ∈ K̃l(·)(γ), Ω∗(w) = Ω(w), l(τ) = p(z(τ)), |w| ̸= 1,

Ω+(τ) = G1(τ)Ω
−(τ) + C1(τ), τ ∈ γ

(30)

Omitting for the time being the condition Ω∗(w) = Ω(w), w ̸= 1 we first
solve the problem: Find the functions Ω for which{

Ω ∈ K̃l(·)(γ)

Ω+(τ) = G1(τ)Ω
−(τ) + C1(τ)

(31)

5.2. Solution of the Riemann Problem (31).
5.2.1. The Case k∗ ̸∈ Z. We write the function G1(τ) defined by

equality (29) as follows:

G1(τ) = G(τ)ρ(τ)
ρ(τ)

, where G(τ) = A(τ)− iB(τ)

A(τ) + iB(τ)
. (32)

Let

X(w) =


X̃(w)ρ(w)(w − a)−k, |w| < 1,

X̃
(

1
w

)
ρ
(

1
w

)
(w − a)−k, |w| > 1.

(33)

Lemma 2. If l(τ) ∈ P̃(γ) and k∗ ̸∈ Z, then X(w) is the factor-function
for Gτ in Kl(·)(γ).

Proof. By the definition of the factor-function (see [4], p.110), we are to
have: (1) X ∈ K̃

l(·)
k (γ), X−1 ∈ K̃

l(·)
−k (γ); (2) X+(τ)[X−(τ)]−1 = G(τ); (3)

X+(τ) ∈W l(·)(γ).



THE RIEMANN-HILBERT PROBLEM IN SMIRNOV CLASS 127

1) The function exp
( 1

π

∫
γ

ln G̃(τ)dτ
τ − w

)
is bounded in C\γ and ρ(w) ∼

(z(w)− z(a))βz′(w)
1

l(a) , therefore

(w − a)kX(w) ∈ K
l(·)
k (γ),

1

X(w)
∈ K̃

l(·)
−k (γ), l′(τ) =

l(τ)

l(τ)− 1
. (34)

2) X
+(τ)

X−(τ)
=
X̃+(τ)

X̃−(τ)

[ρ(w)]+[
ρ
( 1

w

)]− = G1(τ)
ρ(τ)

ρ
(1
τ

) = G(τ).

3) We have

X(τ) ∼ ρ(τ) = (τ − a)νβ+
ν−1
l(a) (τ − a)−k = (τ − a)k

∗−k− 1
l(a) =

= (τ − a)αµ(τ), µ(τ) = exp
( 1

−π

∫
γ

ψ(ζ)

l(ζ)

dζ

ζ − τ

)
, (35)

where α = k∗ − k − 1
l(a) Since 0 < k∗ − k < 1,

− 1

l(a)
< k∗ − k − 1

l(a)
< 1− 1

l(a)
=

1

l′(a)
,

i.e.,

− 1

l(a)
< α <

1

l′(a)
. (36)

But when condition (36) is fulfilled, the function (τ − a)kµ(τ) belongs to
W l(·) ([17], [7], p.111), whence it follows that

X+ ∈W l(·)(γ). (37)

Note that if ν > 0 and p ∈ P̃(Γ), then l(τ) ∈ P̃(γ) (see [16], p. 85). �

5.2.2. The Case k∗ ∈ Z.

Lemma 3. If l ∈ P̃(γ), then there exists the number ε > 0 such that

X ∈ Kl(·)−ε(γ), 1

X
∈

∩
0<δ<ε

Kl(a)+δ(γ), X+ ∈W l(·)−ε(γ). (38)

Moreover, an order of the function X at the point z = ∞ equals −k.

Proof. In this case k∗ = k, and from (25), we get

X+(t) = (t− a)−
1

l(a) exp
∫
γ

φ(ζ)

l(ζ)

dζ

ζ − t
.

Let λ be an arbitrary number from the interval (1, l(a)), then we have
− 1
λ < − 1

l(a) <
1
λ′ .
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Taking λ = l(a)− ε, from the inequality

− 1

l(a)− ε
< − 1

l(a)
<

1

l(a)− ε

and from (35), we can conclude that X+ ∈ W l(a)−ε(γ), 0 < ε < l(a), and
X ∈

∩
0<ε<l(a)

Kl(·)−ε(γ).

Since 1

X(w)
= (w − a)

1
l(a) exp

(
− 1

π

∫
γ

ψ(τ)

l(τ)

dτ

τ − t

)
, obviously, 1

X
∈∩

0<δ<ε

K̃l(a)−ε(γ). �

5.2.3. Reduction of Problem (31) to the Problem of a Jump.
According to Lemmas 2 and 3, − 1

X ∈ K̃l(·)(γ), which imples that Ω
X ∈

K̃1(γ), and hence, we can write (31) in the form
Ω̃+(τ) = Ω̃−(τ) + C1(τ)

X+(τ)

where Ω̃ = Ω
X

Ω̃ ∈ K̃1(γ).

(39)

The homogeneous problem corresponding to problem (39) is{
Ω̃+(τ) = Ω̃−(τ),

Ω̃ ∈ K̃1(γ).
(390)

Since Ω ∈ K̃
l(·)
0 (γ), therefore:

(i) when k ≥ 0, a solution of problem (390) is any polynomial Qk(w) =∑k
j=0 ajw

j , and a particular solution of the inhomogeneous problem is

Ω̃c(w) =
1

2πi

∫
Γ

C1(τ)

X+(τ)

dτ

τ − w
.

Owing to this fact, a general solution of problem (39) is given by the
equality

Ω̃(w) =
1

2πi

∫
Γ

C1(τ)

X+(τ)

dτ

τ − w
+Qk(w).

(ii) (a) When k = −1, the problem (39) is unconditionally solvable and
unique. Ω̃c(w) is its solution.

(b) If k = −2, then for problem (39) to be solvable, it is necessary and
sufficient that ∫

γ

C1(ζ)

X̃+(ζ)
ζjclζ = 0, j = 0,−k − 2 (40)

and if these conditions are fulfilled, then Ω̃c(w) is again its solution.
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5.2.4. Solution of Problem (31).
Let us consider all possible cases: I0. k∗ ̸∈ Z, k ≥ 0; II0. k∗ ̸∈ Z, k ≤ −1;

III0. k∗ ∈ Z, k ≥ 0 (a) X+
0 ∈ Ll(·)(γ), (b) X+ ̸∈ Ll(·)(γ); IV0. k∗ ∈ Z,

k < 0.
I0. In this case, X+ ∈W l(·)(γ) and

Ωc(w) =
X(w)

2πi

∫
γ

C1(ζ)
X+(ζ)

dζ

ζ − w
∈ Kl(·)(γ).

Moreover, X ∈ Kl(·)(γ), and hence a solution of the homogeneous problem
will be

Ω0(w) = X(w)Qk(w), Qk(w) =
k∑
j=0

ajw
j , (41)

and a general solution of problem (39) will be
Ω(w) = Ω0(w) + Ωc(w), (42)

where

Ωc(w) =
X(w)

2π

∫
γ

C1(τ)

X+(τ)

dτ

τ − w
, C1(τ) =

2C(τ)ρ(τ)

A(τ) + iB(τ)
. (43)

II0. By Lemma 2, X+ ∈ W l(·)(γ). Therefore, if k = −1, then Ωc ∈
K
l(·)
0 (γ), and hence problem (31) has a unique solution Ω(w) = Ωc(w). If,

however, k ≤ −2, then according to statement (b) of item 5.2.3, for the
problem to be solvable, it is necessary and sufficient that conditions (40)
are fulfilled, and here we have a unique solution Ω(w) = Ωc(w).

III0. k∗ ∈ Z, k ≥ 0. By Lemma 3, X ∈ Kl(·)(γ) (see (38)), therefore the
condition X ∈ Kl(·)(γ) is equivalent to the condition X+ ∈ Ll(·)(γ).

For k∗ ∈ Z, there may occur both cases (a) X+ ∈ Ll(·)(γ) and (b)
X+ ̸∈ Ll(·)(γ).

For (a) X ∈ Kl(·)−k (γ), the function

Ω0(w) = X(w)Qk(w) (44)
is a solution of the homogeneous problem (390), and in case (b) it is not
difficult to calculate that

X+(ζ) = (ζ − a)−
1

l(a) exp
(
1

π

∫
γ

φ(τ)

l(τ)

dτ

τ − ζ

)
.

Assume
Qk(a) = 0. (45)

Then (38) implies that X ∈ Kl(·)−ε(γ), and due to the fact that Qk(ζ)
is bounded, we can conclude that XQk ∈ Kl(·)−ε(γ). Taking into account
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(45), we can apply the generalized Smirnov’s theorem, and as a result we
find that Ω0 is a solution of problem (390).

As for the inhomogeneous problem, here: if Sα,X+C1 ̸∈ Lp(·)(γ), the
problem is unsolvable , if, however, Sα,X+C1 ∈ Ll(·)(γ), the problem is
solvable, and a solution is given by equalities (42)–(44) for X+ ∈ Lp(·)(γ)
and by (42)–(44),(45) for X+ ̸∈ Lp(·)(γ).

IV0. k∗ ∈ Z, k < 0.
(a) If k = −1, then the one possible solution of the problem is the function

Ωc(w) if and only if it belongs to Kl(·)(Γ).
(b) If k ≤ −2, then as it has been shown in item 5.2.3, for the problem

to be solvable, it is necessary and sufficient that equalities (40) are fulfilled.
5.3. Proof of the Basic Theorem. (Solution of Problem (30)).
For the above constructed solutions of problem (31) to be likewise solu-

tions of problem (30), it is necessary that the equality

(Ω0 +Ωc)∗ = Ω0 +Ωc (46)

is fulfilled.
Let us clear up in what cases equality (46) holds. First, we find out when

the equality
(Ω0)∗(w) = Ω0(w). (47)

is valid.
It follows from equality (44) that

Ω0(w) = X
( 1

w

)
Qk

( 1

w

)
= (−1)k+1akX(w)

k∑
j=0

ajw
k−j =

= ckX(w)
k∑
j=0

ajw
k−j , (48)

where
ck = (−1)k+1ak. (49)

Analogously one can prove that (48) holds for |w| > 1, as well.
It is easy to see that (46) follows from (48), if and only if

ckaj = ak−j , j = 0,
[k + 1

2

]
. (50)

Next, if Ωc(w) is a solution of problem (30), then (Ωc)∗ is likewise a
solution (see [1], §41).

Consequently, the function

Ω̃c(w) =
1

2
[Ωc(w) + (Ωc)∗(w)] (51)
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will be a solution of problem (30) of the required property, and a general
solution will be

Ω(w) = Ω0(w) + Ω̃c(w),

where

Ω0(w) = X(w)

k∑
j=0

ajw
j ,

in which aj are arbitrary numbers satisfying the conditions (49)–(50).
It follows from (46) that X

(
1
w

)
= ckX(w), ck = (−1)k+1ak and from

(33) and (41) we have

C1(ζ)

X+(ζ)
= 2C(ζ)(ζ − a)k. (52)

Therefore,

Ωc(w) =
1

2

X(w)

2πi

[ ∫
γ

G1(zt)

X+(ζ)

dζ

ζ − w
− ckw

k

∫
γ

2C(z(ζ))(ζ − a)kdζ

ζ − 1
w

]
=

=
X(w)

2πi

∫
γ

C(z(ζ))(ζ − a)k)

ζ − w

(
1 +

wk+1

ζk+1

)
dζ. (53)

Here we have omitted a number of transformations; we omit also details
dealt with derivation of the remaining statements of the theorem, as they
do not differ at that stage from the case P = const (see [18]).

We will dwell only on the consideration of case III, k∗ ∈ Z, k ≥ 0.
As it has been shown in item 5.1.4, solutions do exist if and only if

X+(τ)

2πi

∫
γ

C1(ζ)

X+(ζ)

dζ

ζ − w
∈ Ll(·)(γ). (54)

It follows from (54), (33) and (53) that this is equivalent to the condition

1

(w(t)− a)k

∫
Γ

C(τ)(w(τ)− w(a))w(τ)
dτ

w(τ)− w(t)
∈ Lp(·)(Γ). (55)

Finally, some particular cases are worth mentioning.
(1) If Γ is a smooth curve, then ν = 1, and hence k∗ = β + κ.
(2) If ω = 1, then β = 0, and k∗ =

ν − 1

l(a)
+ κ =

ν − 1

P (A)
+ κ, k =[ν − 1

p(A)
+ κ

]
.
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(3) If we consider the Dirichlet problem in the class ep(·)(D,ω) =

ReEp(·)(D,ω), then a + ib = 1, and hence κ = 0, while k∗ = νβ +
ν − 1

p(A)
,

k =
[
νβ +

ν − 1

p(A)

]
.
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