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Abstract. In the present paper, we consider quasilinear ordinary differential equations of the form

D(αn, αn−1, . . . , α1)x = p(t)|x|β sgnx, t ≥ a, (1.1)

where D(αn, αn−1, . . . , α1) is the nth-order iterated differential operator such that

D(αn, αn−1, . . . , α1)x ≡ D(αn)D(αn−1) · · ·D(α1)x

and, in general, D(α) is the first-order differential operator defined by D(α)x = (d/dt)(|x|α sgnx) for
α > 0. For the case where α1α2 · · ·αn < β, we present a new sufficient condition for all strongly
increasing solutions of (1.1) to be singular. If α1 = α2 = · · · = αn = 1, then one of the main results,
Corollary 3.2, gives an extension of the well-known theorem of Kiguradze and Chanturia [2].
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ÒÄÆÉÖÌÄ. ÓÔÀÔÉÀÛÉ ÂÀÍáÉËÖËÉÀ ÛÄÌÃÄÂÉ ÓÀáÉÓ ÊÅÀÆÉßÒ×ÉÅÉ ÜÅÄÖËÄÁÒÉÅÉ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ
ÂÀÍÔÏËÄÁÄÁÉ:

D(αn, αn−1, . . . , α1)x = p(t)|x|β sgnx, t ≥ a, (1.1)

ÓÀÃÀÝ D(αn, αn−1, . . . , α1) ÀÒÉÓ n ÒÉÂÉÓ ÉÔÄÒÀÝÉÖËÉ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÏÐÄÒÀÔÏÒÉ ÉÓÄÈÉ,
ÒÏÌ

D(αn, αn−1, . . . , α1)x ≡ D(αn)D(αn−1) · · ·D(α1)x

ÃÀ, ÆÏÂÀÃÀÃ, D(α) ÐÉÒÅÄËÉ ÒÉÂÉÓ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÏÐÄÒÀÔÏÒÉÀ α > 0-ÈÅÉÓ, ÂÀÍÓÀÆÙÅÒÖËÉ
D(α)x = (d/dt)(|x|α sgnx) ×ÏÒÌÖËÉÈ. ÉÌ ÛÄÌÈáÅÄÅÀÛÉ, ÒÏÝÀ α1α2 · · ·αn < β, ßÀÒÌÏÃÂÄÍÉËÉÀ
ÀáÀËÉ ÓÀÊÌÀÒÉÓÉ ÐÉÒÏÁÀ ÉÌÉÓÀÈÅÉÓ, ÒÏÌ (1.1)-ÉÓ ÚÅÄËÀ ÌÊÀÝÒÀÃ ÆÒÃÀÃÉ ÀÌÏÍÀáÓÍÉ ÉÚÏÓ
ÓÉÍÂÖËÀÒÖËÉ. ÈÖ α1 = α2 = · · · = αn = 1, ÌÀÛÉÍ ÄÒÈ-ÄÒÈÉ ÌÈÀÅÀÒÉ ÛÄÃÄÂÉ, ÊÄÒÞÏÃ,
ÛÄÃÄÂÉ 3.2, ÂÅÀÞËÄÅÓ ÊÉÙÖÒÀÞÉÓÀ ÃÀ àÀÍÔÖÒÉÀÓ [2] ÝÍÏÁÉËÉ ÈÄÏÒÄÌÉÓ ÂÀÍÆÏÂÀÃÄÁÀÓ.
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1 Introduction
For a positive constant α, let D(α) be the first-order differential operator defined by

D(α)x =
d

dt

(
|x|α sgnx

)
,

and for n positive constants α1, α2, . . . , αn let D(αn, αn−1, . . . , α1) be the nth-order iterated differential
operator defined by

D(αn, αn−1, . . . , α1)x = D(αn)D(αn−1) · · ·D(α1)x.

Further, for an interval I ⊂ R, we denote by C(αi, αi−1, . . . , α1)(I) the set of all real-valued continuous
functions x(t) which are defined on I such that

D(α1)x(t), D(α2, α1)x(t), . . . , D(αi, αi−1, . . . , α1)x(t)

exist and are continuous on I (i = 1, 2, . . . , n).
In this paper, we consider nth-order quasilinear ordinary differential equations of the form

D(αn, αn−1, . . . , α1)x = p(t)|x|β sgnx, t ≥ a, (1.1)

where it is assumed that

(a) n ≥ 2 is an integer;
(b) α1, α2, . . . , αn and β are positive constants;
(c) p(t) is a continuous function on an interval [a,∞), and p(t) > 0 on [a,∞).

By a solution x(t) of (1.1) on a subinterval I ⊂ [a,∞), we mean that x(t) belongs to the set
C(αn, αn−1, . . . , α1)(I) and satisfies (1.1) at every point t ∈ I. A solution x(t) of (1.1) on an in-
terval I (⊂ [a,∞)) is said to be strongly increasing on I if x(t) ̸≡ 0 on I and

D(αi, . . . , α1)x(t) ≥ 0 (t ∈ I) for all i = 0, 1, 2, . . . , n− 1. (1.2)

Here, if i = 0, then D(αi, . . . , α1)x(t) is interpreted as x(t). To make our idea definite, we will restrict
our attention to solutions x(t) of (1.1) which exist on some intervals of the form I = [a, b), a < b ≤ ∞.
Here, b may depend on the particular solution x(t).

By the definition, a strongly increasing solution x(t) of (1.1) on [a, b), a < b ≤ ∞, satisfies

D(αi, . . . , α1)x(a) ≥ 0 for all i = 0, 1, 2, . . . , n− 1.

Conversely, if x(t) is a solution of (1.1) defined on a right neighborhood of a such that{
D(αi, . . . , α1)x(a) ≥ 0 for all i ∈ {0, 1, 2, . . . , n− 1},
D(αi0 , . . . , α1)x(a) > 0 for some i0 ∈ {0, 1, 2, . . . , n− 1},

then x(t) is strongly increasing on the maximal interval [a, b) of existence. The right end point b may
be finite or infinite.

Suppose that x(t) is a strongly increasing solution of (1.1) on [a, b), and let [a, b) be the maximal
interval of existence of x(t). If b is finite, then x(t) is called singular. A singular strongly increasing
solution is often said to be a second kind singular solution of (1.1).

Let α1, α2, . . . , αn be positive constants and I (⊂ R) be an interval. To shorten the notation, we
denote the set C(αi, . . . , α1)(I) briefly by Ci(I) (i = 0, 1, 2, . . . , n). The set C0(I) is interpreted as
C(I): the set of all real-valued continuous functions on I. Furthermore, we set

D(αi, . . . , α1)x(t) = Dix(t) for i = 0, 1, 2, . . . , n.

Then equation (1.1) may be expressed as

Dnx = p(t)|x|β sgnx, t ≥ a, (1.3)
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and, for the case I = [a, b) (a < b ≤ ∞), condition (1.2) becomes

Dix(t) ≥ 0 (a ≤ t < b) for i = 0, 1, 2, . . . , n− 1. (1.4)

It can be proved [6, Theorem 4.1] that, for the case α1α2 · · ·αn ≥ β, all solutions of (1.3) can be
continued to ∞. Therefore, in this case, none of strongly increasing solutions of (1.3) are singular.

On the other hand, the case α1α2 · · ·αn < β has a different aspect. A strongly increasing solution
x(t) of (1.3) may be singular. It is known [6, Theorem 4.3] that if α1α2 · · ·αn < β, then (1.3) always
has a singular solution. Now, consider the initial value problem of the form{

Dnx = p(t)|x|β sgnx,

x(a) = λ > 0 and Dix(a) = 0 (i = 1, 2, . . . , n− 1),
(1.5)

where the value of x(a) = λ is regarded as a positive parameter. We know [6, Section 3] that the initial
value problem (1.5) has a unique solution x = xλ(t) defined on a right neighborhood of a, and that
xλ(t) is strongly increasing on the maximal interval of existence. Furthermore, we have the following
result (see [6, Theorem 6.1]). Suppose that α1α2 · · ·αn < β and

∞∫
a

(t− a)rn−1βp(t) dt < ∞, (1.6)

where
rn−1 =

1

α1
+

1

α1α2
+ · · ·+ 1

α1α2 · · ·αn−2
+

1

α1α2 · · ·αn−2αn−1
. (1.7)

Then there exists λ∗ > 0 such that

(i) if λ ∈ (0, λ∗], then xλ(t) exists on [a,∞), i.e., xλ(t) is not singular

and

(ii) if λ ∈ (λ∗,∞), then xλ(t) is singular.

Roughly speaking, condition (1.6) means that p(t) is small enough in a neighborhood of ∞. Conversely,
if p(t) is large enough in a neighborhood of ∞, then all of strongly increasing solutions of (1.1) are
singular. Actually, Naito and Usami [6, Theorem 6.2] have proved the following theorem.

Theorem A. Let α1α2 · · ·αn < β. If

lim inf
t→∞

trn−1β+1p(t) > 0, (1.8)

then all of strongly increasing solutions of (1.1) are singular.

The main purpose of this paper is to show that Theorem A can be generalized in the following
way.

For the positive constants α1, α2, . . . , αn appearing in equation (1.1), we put

µn = α2 +
(
α2α3 + α3

)
+ · · ·+

(
α2α3 · · ·αn + α3α4 · · ·αn + · · ·+ αn−1αn + αn

)
, (1.9)

νn = α2α3 · · ·αn + α3α4 · · ·αn + · · ·+ αn−1αn + αn, (1.10)
ξn = α1 + α1α2 + α1α2α3 + · · ·+ α1α2 · · ·αn−1 + α1α2 · · ·αn, (1.11)

and

ζn−1 =
(
1 +

1

α2
+

1

α2α3
+ · · ·+ 1

α2α3 · · ·αn−1

)
+

(
1 +

1

α3
+

1

α3α4
+ · · ·+ 1

α3α4 · · ·αn−1

)
+ · · ·

+
(
1 +

1

αn−2
+

1

αn−2αn−1

)
+

(
1 +

1

αn−1

)
+ 1. (1.12)
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Note that if n = 2, then ζ1 = 1. As an important relation between these numbers, we have

ζn−1 = −µn + ξnrn−1.

Further, we have νn = α1α2 · · ·αnrn−1. Here, rn−1 is defined by (1.7).
Then we can show the following theorem.

Theorem 1.1. Let α1α2 · · ·αn < β. Let µn, νn, ξn, ζn−1 and rn−1 be the numbers defined by (1.9),
(1.10), (1.11), (1.12) and (1.7), respectively. Suppose that there exist σ > 0 and τ > 0 such that

(νn + 1)σ + µnτ − 1 ≤ 0, (1.13)( β

α1α2 · · ·αn
νn + 1

)
σ +

(
µn − νnξn

α1α2 · · ·αn

)
τ − 1 ≥ 0, (1.14)

and either
∞∫

a+

s−ζn−1τ−1+(rn−1β+1)σp(s)σ ds = ∞ (a+ > max{a, 0}) (1.15)

or else

lim sup
t→∞

tζn−1τ

∞∫
t

s−ζn−1τ−1+(rn−1β+1)σp(s)σ ds > 0. (1.16)

Then all of strongly increasing solutions of (1.1) are singular.

If α1 = α2 = · · · = αn = 1, then

Dix(t) = x(i)(t) (i = 0, 1, 2, . . . , n),

and so equation (1.1) is reduced to

x(n) = p(t)|x|β sgnx, t ≥ a. (1.17)

If n = 2 and α1 = 1, α2 = α (> 0), then (1.1) is the second-order quasilinear differential equation(
|x′|α sgnx′)′ = p(t)|x|β sgnx, t ≥ a. (1.18)

Results on the problem of existence and asymptotic behavior of strongly increasing solutions of (1.17)
are summarized and proved in the book of Kiguradze and Chanturia [2]. This problem has also been
studied by Mizukami, Naito and Usami [3] for equation (1.18), and by Naito and Usami [6] for the
general equation (1.1).

The proof of Theorem 1.1 is given in Section 2. In Section 3, Theorem 1.1 is restated in different
forms, and some important corollaries are mentioned.

A function x(t) is said to be a Kneser solution of the equation

Dnx = (−1)np(t)|x|β sgnx, t ≥ a, (1.19)

on [a,∞) if x(t) is a nontrivial solution of (1.19) on [a,∞) and satisfies

(−1)iDix(t) ≥ 0 (t ≥ a) for all i = 0, 1, 2, . . . , n− 1.

Moreover, a Kneser solution x(t) of (1.19) is said to be singular if there is b > a such that

x(t) > 0 (a ≤ t < b) and x(t) ≡ 0 (t ≥ b).

A singular Kneser solution of (1.19) is also said to be a first kind singular solution of (1.19). There
is a remarkable duality between Kneser solutions of (1.19) and strongly increasing solutions of (1.3)
(see [6, 7]). In [5], the first author has established a new sufficient condition for all Kneser solutions
of (1.19) to be singular. The present paper corresponds to [5].
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2 Proof of Theorem 1.1
For brevity, we use the notation

ξα∗ = |ξ|α sgn ξ, ξ ∈ R, α > 0.

It is clear that for each α > 0, f(ξ) = ξα∗ is a continuous and strictly increasing function of ξ ∈ R.
Expediently, if ξ = ∞ [resp. ξ = −∞], then ξα∗ = ∞ [resp. ξα∗ = −∞].

Let I ⊂ R be an interval and let x ∈ C(α)(I), α > 0. Then it follows from the equality D(α)x(t) =
(d/dt)x(t)α∗ that

x(t) =

(
x(τ)α∗ +

t∫
τ

D(α)x(s) ds

)(1/α)∗

, t, τ ∈ I. (2.1)

Therefore, by (2.1), we see that if D(α)x(t) ≥ 0 [resp. > 0, ≤ 0, < 0] on I, then x(t) is increasing
[resp. strictly increasing, decreasing, strictly decreasing] on I.

Moreover, we have the following

Lemma 2.1. Suppose that x, y ∈ C(α)[a,∞), α > 0. If

lim
t→∞

y(t) = ∞ and lim
t→∞

D(α)x(t)

D(α)y(t)
= ℓ ∈ R ∪ {∞} ∪ {−∞},

then
lim
t→∞

x(t)

y(t)
= ℓ(1/α)∗.

Proof. Since lim
t→∞

y(t)α∗ = ∞, it follows from L’Hospital’s rule that

lim
t→∞

x(t)

y(t)
=

[
lim
t→∞

x(t)α∗

y(t)α∗

](1/α)∗
=

[
lim
t→∞

D(α)x(t)

D(α)y(t)

](1/α)∗
= ℓ(1/α)∗.

The proof of Lemma 2.1 is complete.

In Lemma 2.1, take y(t) = t1/α, α > 0. Then we find that

lim
t→∞

D(α)x(t) = ℓ ∈ R ∪ {∞} ∪ {−∞}

implies

lim
t→∞

x(t)

t1/α
= ℓ(1/α)∗.

Now, let α1, α2, . . . , αn−1 be fixed positive constants. Then we define the numbers r(i) (i =
0, 1, 2, . . . , n− 1) byr(0) = 0

r(i) =
1

αn−i
+

1

αn−iαn−i+1
+ · · ·+ 1

αn−iαn−i+1 · · ·αn−1
, i = 1, . . . , n− 1.

(2.2)

Observe that the number r(n − 1) is identical with the number rn−1 which is given by (1.7). In
addition, we define the positive numbers k(i) (i = 0, 1, 2, . . . , n− 1) by

k(0) = 1, k(1) = 1

k(i) = [1 + r(1)]−1/(αn−iαn−i+1···αn−2)[1 + r(2)]−1/(αn−iαn−i+1···αn−3) · · ·
×[1 + r(i− 2)]−1/(αn−iαn−i+1)[1 + r(i− 1)]−1/αn−i , i = 2, . . . , n− 1.

(2.3)

Applying Lemma 2.1 repeatedly, we have the following
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Lemma 2.2. Let αi > 0 (i = 1, 2, . . . , n− 1) and suppose that x ∈ Cn−1[a,∞). If

lim
t→∞

Dn−1x(t) = ℓ ∈ R ∪ {∞} ∪ {−∞},

then

lim
t→∞

Dn−i−1x(t)

tr(i)
= k(i)ℓ(1/[αn−iαn−i+1···αn−1])∗, i = 1, 2, . . . , n− 1,

where r(i) and k(i) are defined by (2.2) and (2.3), respectively.

Lemma 2.2 will be effectively used in the proof of Theorem 1.1.
Suppose that α1α2 · · ·αn < β, and let x(t) ̸≡ 0 be a strongly increasing solution of equation (1.3)

on [a, b), a < b ≤ ∞. We have (1.4). In addition, it follows from (1.3) that Dnx(t) ≥ 0, ̸≡ 0 on [a, b).
Therefore, Dix(t) (i = 0, 1, 2, . . . , n− 1) are increasing on [a, b). It can be found that

Dix(t) > 0, a < t < b, i = 0, 1, 2, . . . , n− 1.

To see this, suppose that there is i0 = 0, 1, 2, . . . , n − 1 such that Di0x(c) = 0 for some c, a < c < b.
Since Di0x(t) is nonnegative and increasing on [a, c], this implies that Di0x(t) = 0 on [a, c], and so
Dnx(t) = 0 on [a, c]. Then, by (1.3), we have x(t) = 0 on [a, c], and, in particular, Dix(a) = 0
for all i = 0, 1, 2, . . . , n − 1. Therefore, we have x(t) ≡ 0 on [a, b) (see [7, Theorem 5.1]). This is a
contradiction.

Proof of Theorem 1.1. The proof is done by contradiction. Suppose that equation (1.1) has a strongly
increasing solution x(t) ̸≡ 0 on the entire interval [a,∞). By the above remark, we see that

Dix(t) > 0, t > a, i = 0, 1, 2, . . . , n− 1. (2.4)

Since Dn−1x(t) is positive and (strictly) increasing on (a,∞), we have either

lim
t→∞

Dn−1x(t) = ∞ (2.5)

or
lim
t→∞

Dn−1x(t) exists and is a positive finite value. (2.6)

As the first case, assume that (2.5) holds. Then, by Lemma 2.2,

lim
t→∞

Dn−i−1x(t)

tr(i)
= ∞, i = 1, 2, . . . , n− 1. (2.7)

Therefore, by (2.5) and (2.7), we see that there exists a number a1 > max{a, 0} such that

Dn−i−1x(t)

tr(i)
≥ 1 for t ≥ a1 (i = 0, 1, 2, . . . , n− 1).

In particular,
Dn−1x(t) ≥ 1 and x(t) ≥ trn−1 for t ≥ a1. (2.8)

For i = 0, 1, 2, . . . , n− 1, define the functions ωn−i−1(t) by

ωn−i−1(t) =
Dn−i−1x(t)

tr(i)
, t ≥ a1. (2.9)

Then we have
lim
t→∞

ωn−i−1(t) = ∞ (i = 0, 1, 2, . . . , n− 1). (2.10)
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Now, define the numbers λ1, λ2, . . . , λn−1, λn by

λ1 =
1

νn
α2 · · ·αn(1− σ − µnτ) +

(
α2 + α2α3 + · · ·+ α2 · · ·αn

)
τ,

λ2 =
1

νn
α3 · · ·αn(1− σ − µnτ) +

(
α3 + α3α4 + · · ·+ α3 · · ·αn

)
τ,

...

λn−1 =
1

νn
αn(1− σ − µnτ) + αnτ,

λn = σ,

where σ and τ are positive constants satisfying (1.13) and (1.14), and µn and νn are given by (1.9)
and (1.10), respectively. It is easy to see that

λ1 + λ2 + · · ·+ λn = 1, (2.11)
λi − αi+1λi+1 = αi+1τ (i = 1, 2, . . . , n− 2). (2.12)

Further, we have
λi > 0 (i = 1, 2, . . . , n). (2.13)

In fact, it follows from (1.13) that

λn−1 − αn(σ + τ) = −αn

νn

[
(νn + 1)σ + µnτ − 1

]
≥ 0, (2.14)

which yields
λn−1 ≥ αn(σ + τ) > 0.

Therefore, by induction, (2.12) gives

λi = αi+1λi+1 + αi+1τ > 0 for i = n− 2, n− 3, . . . , 1.

Clearly, λn = σ > 0. Thus we have (2.13).
Next, define the function y(t) by

y(t) = x(t)α1 [D1x(t)]
α2 [D2x(t)]

α3 · · · [Dn−1x(t)]
αn , t ≥ a1. (2.15)

By (2.4), we have y(t) > 0 (t ≥ a1). It is easy to find that the derivative y′(t) of y(t) is given by

y′(t) =

[
D1x(t)

x(t)α1
+

D2x(t)

[D1x(t)]α2
+ · · ·+ Dnx(t)

[Dn−1x(t)]αn

]
y(t), t ≥ a1. (2.16)

As a general inequality, we have

uλ1
1 uλ2

2 · · ·uλn
n ≤ λ1u1 + λ2u2 + · · ·+ λnun

for ui ≥ 0, λi > 0,
n∑

i=1

λi = 1 (see, for example, [1, pp. 13–14]). This inequality may be written

equivalently as

Lvλ1
1 vλ2

2 · · · vλn
n ≤ v1 + v2 + · · ·+ vn with L = λ−λ1

1 λ−λ2
2 · · ·λ−λn

n (2.17)

for vi ≥ 0, λi > 0,
n∑

i=1

λi = 1. Therefore, by (2.16) and (2.17) of the case vi = Dix(t)/[Di−1x(t)]
αi ,

we obtain

y′(t) ≥ L

[
D1x(t)

x(t)α1

]λ1
[

D2x(t)

[D1x(t)]α2

]λ2

· · ·
[

Dnx(t)

[Dn−1x(t)]αn

]λn

y(t)

= Lx(t)−α1λ1
[
D1x(t)

]λ1−α2λ2 · · ·

×
[
Dn−2x(t)

]λn−2−αn−1λn−1
[
Dn−1x(t)

]λn−1−αnλn
[Dnx(t)]

λny(t)
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for t ≥ a1. Then, on account of (2.12), (1.3) and (2.15), we see that

y′(t) ≥ Lx(t)−α1λ1−α1τ+βλnx(t)α1τ
[
D1x(t)

]α2τ · · ·

×
[
Dn−2x(t)

]αn−1τ [
Dn−1x(t)

]αnτ [
Dn−1x(t)

]−αnτ+λn−1−αnλn
p(t)λny(t)

= Lx(t)−α1λ1−α1τ+βσ
[
Dn−1x(t)

]λn−1−αn(τ+σ)
p(t)σy(t)1+τ

for t ≥ a1. Since

−α1λ1 − α1τ + βσ =
α1α2 · · ·αn

νn

[( β

α1α2 · · ·αn
νn + 1

)
σ +

(
µn − νnξn

α1α2 · · ·αn

)
τ − 1

]
≥ 0

(see (1.14)) and λn−1 − αn(τ + σ) ≥ 0 (see (2.14)), it follows from (2.8) that

y′(t) ≥ Lt(−α1λ1−α1τ+βσ)rn−1p(t)σy(t)1+τ = Lt−ζn−1τ−1+(rn−1β+1)σp(t)σy(t)1+τ , t ≥ a1.

From this inequality it is seen that

−y(T )−τ + y(t)−τ ≥ τL

T∫
t

s−ζn−1τ−1+(rn−1β+1)σp(s)σ ds, a1 ≤ t ≤ T.

Then, letting T → ∞, we find that
∞∫

a1

s−ζn−1τ−1+(rn−1β+1)σp(s)σ ds < ∞ (2.18)

and

y(t)−τ ≥ τL

∞∫
t

s−ζn−1τ−1+(rn−1β+1)σp(s)σ ds, t ≥ a1. (2.19)

By (2.9) and (2.15), we have

y(t) = [tr(n−1)ω0(t)]
α1 [tr(n−2)ω1(t)]

α2 · · · [tr(0)ωn−1(t)]
αn

= tr(n−1)α1+r(n−2)α2+···+r(1)αn−1ω0(t)
α1ω1(t)

α2 · · ·ωn−1(t)
αn

= tζn−1ω0(t)
α1ω1(t)

α2 · · ·ωn−1(t)
αn .

Therefore, (2.19) gives

{
ω0(t)

α1ω1(t)
α2 · · ·ωn−1(t)

αn
}−τ ≥ τLtζn−1τ

∞∫
t

s−ζn−1τ−1+(rn−1β+1)σp(s)σ ds, t ≥ a1.

Then it follows from (2.10) that

lim
t→∞

tζn−1τ

∞∫
t

s−ζn−1τ−1+(rn−1β+1)σp(s)σ ds = 0. (2.20)

As the second case, assume that (2.6) holds. Let lim
t→∞

Dn−1x(t) = ℓ ∈ (0,∞). By Lemma 2.2, we
have

lim
t→∞

x(t)

trn−1
= k(n− 1)ℓ1/[α1α2···αn−1] ∈ (0,∞).

Then it can be concluded [4, Corollary 1.4] that
∞∫

a1

srn−1βp(s) ds < ∞, (2.21)
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where a1 is a number satisfying a1 > max{a, 0}. We will show that (2.21) implies (2.18) and (2.20).
On account of (1.13), we obtain σ < 1. Then Hölder’s inequality gives

T∫
t

s−ζn−1τ−1+(rn−1β+1)σp(s)σ ds ≤
( T∫

t

srn−1βp(s) ds

)σ( T∫
t

s−[ζn−1τ/(1−σ)]−1 ds

)1−σ

=

( T∫
t

srn−1βp(s) ds

)σ(
− 1− σ

ζn−1τ

[
T−ζn−1τ/(1−σ) − t−ζn−1τ/(1−σ)

])1−σ

for a1 ≤ t < T . Letting T → ∞ in the above inequality, we get (2.18) and

tζn−1τ

∞∫
t

s−ζn−1τ−1+(rn−1β+1)σp(s)σ ds ≤
( 1− σ

ζn−1τ

)1−σ
( ∞∫

t

srn−1βp(s) ds

)σ

, t ≥ a1. (2.22)

Then it is clear that (2.21) and (2.22) imply (2.20).
We have proved that if equation (1.1) has a strongly increasing solution on [a,∞), then (2.18) and

(2.20) hold. Therefore, if either (1.15) or (1.16) holds, then a strongly increasing solution of (1.1)
cannot exist on [a,∞). The proof of Theorem 1.1 is complete.

For the case n = 2, α1 = 1 and α2 = α > 0, equation (1.1) becomes (1.18). In this case, we have

r1 = 1, µ2 = α, ν2 = α, ξ2 = 1 + α, ζ1 = 1.

Therefore, Theorem 1.1 gives an extension of Theorem 2.7 of [3]. The lim inf in condition (2.4) of
Theorem 2.7 of [3] can be replaced to lim sup.

3 Different forms of Theorem 1.1
It should be remarked that

νnξn − α1α2 · · ·αnµn > 0,

where µn, νn and ξn are defined by (1.9), (1.10) and (1.11), respectively. Therefore, the term µn −
[(νnξn)/(α1α2 · · ·αn)] appearing in (1.14) is a negative number. For simplicity of notation, we put

ηn =
νnξn

α1α2 · · ·αnµn
− 1.

By the above remark, ηn is a positive number.
Now, let α1α2 · · ·αn < β. We easily find that σ > 0 and τ > 0 satisfy (1.13) and (1.14) if and

only if
1

[β/(α1α2 · · ·αn)]νn + 1
< σ <

1

νn + 1
(3.1)

and
0 < τ ≤ 1

µn
min

{
1− (νn + 1)σ,

1

ηn

[( β

α1α2 · · ·αn
νn + 1

)
σ − 1

]}
. (3.2)

Suppose first that σ > 0 satisfies (3.1). Next, choose τ > 0 so that the equality holds in the latter
half of (3.2), and put τ = τ(σ). More precisely,

τ(σ) =
1

µn
min

{
1− (νn + 1)σ,

1

ηn

[( β

α1α2 · · ·αn
νn + 1

)
σ − 1

]}
. (3.3)

Then conditions (1.15) and (1.16) become
∞∫

a+

s−ζn−1τ(σ)−1+(rn−1β+1)σp(s)σ ds = ∞ (a+ > max{a, 0}) (3.4)
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and

lim sup
t→∞

tζn−1τ(σ)

∞∫
t

s−ζn−1τ(σ)−1+(rn−1β+1)σp(s)σ ds > 0, (3.5)

respectively. Therefore, Theorem 1.1 produces the following result.

Theorem 3.1. Let α1α2 · · ·αn < β. Suppose that σ satisfies (3.1). Define τ(σ) by (3.3). If either
(3.4) or (3.5) holds, then all of strongly increasing solutions of (1.1) are singular.

Example. Consider the fourth-order equation(
|x′′|α sgnx′′)′′ = κt−1−[(2α+1)β/α]

(
1 +

t

t+ 1
sin t

)
|x|β sgnx, t ≥ 1, (3.6)

where 0 < α < β, and κ is a positive constant. In this equation, n = 4 and α1 = 1, α2 = 1, α3 = α,
α4 = 1, and p(t) = κt−1−[(2α+1)β/α](1 + φ(t) sin t), where φ(t) = t/(t+ 1). We have

r3 =
2α+ 1

α
, µ4 = 2(2α+ 1), ν4 = 2α+ 1, ξ4 = 2(α+ 1), ζ3 =

2(2α+ 1)

α
, η4 =

1

α
.

If ε0 > 0 is taken sufficiently small, then

1

[β/α](2α+ 1) + 1
<

1− ε0
2(α+ 1)

<
1

2(α+ 1)

and
ε0 < α

[(β
α
(2α+ 1) + 1

) 1− ε0
2(α+ 1)

− 1

]
.

For such an ε0 > 0, put
σ =

1− ε0
2(α+ 1)

.

Then σ satisfies (3.1). Further, the number τ(σ) is given by

τ(σ) =
1

2(2α+ 1)
min

{
1− 2(α+ 1)σ, α

[(β
α
(2α+ 1) + 1

)
σ − 1

]}
=

ε0
2(2α+ 1)

.

Then we have

tζ3τ(σ)
∞∫
t

s−ζ3τ(σ)−1+(r3β+1)σp(s)σ ds

= κ(1−ε0)/[2(α+1)]tε0/α
∞∫
t

s−1−(ε0/α)(1 + φ(s) sin s)(1−ε0)/[2(α+1)] ds.

It is seen that for m = 1, 2, . . . ,

∞∫
2mπ

s−1−(ε0/α)(1 + φ(s) sin s)(1−ε0)/[2(α+1)] ds ≥
∞∑
i=0

(2(m+i)+1)π∫
2(m+i)π

s−1−(ε0/α) ds

≥
∞∑
i=0

[
(2(m+ i) + 1)π

]−1−(ε0/α)
π ≥ π−ε0/α

∞∫
m

(2s+ 1)−1−(ε0/α) ds = π−ε0/α
α

2ε0
(2m+ 1)−ε0/α,

and so,

lim inf
m→∞

(2mπ)ε0/α
∞∫

2mπ

s−1−(ε0/α)(1 + φ(s) sin s)(1−ε0)/[2(α+1)] ds ≥ α

2ε0
> 0.
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Consequently, we find that

lim sup
t→∞

tζ3τ(σ)
∞∫
t

s−ζ3τ(σ)−1+(r3β+1)σp(s)σ ds > 0.

By Theorem 3.1, it is concluded that all of strongly increasing solutions of (3.6) are singular. Note
that Theorem A cannot be applied to equation (3.6), since lim inft→∞ tr3β+1p(t) = 0.

Now, let α1α2 · · ·αn < β, and put

σn =
ηn + 1

[β/(α1α2 · · ·αn)]νn + 1 + ηn(νn + 1)
. (3.7)

We have
1

[β/(α1α2 · · ·αn)]νn + 1
< σn <

1

νn + 1
.

It is easily seen that if σ satisfies
σn ≤ σ <

1

νn + 1
, (3.8)

then the number τ(σ) which is defined by (3.3) is

τ(σ) =
1

µn

[
1− (νn + 1)σ

]
. (3.9)

Therefore, Theorem 3.1 produces the following result.

Theorem 3.2. Let α1α2 · · ·αn < β. Let σ be a number satisfying (3.8), where σn is given by (3.7),
and define τ(σ) by (3.9). If either (3.4) or (3.5) holds, then all of strongly increasing solutions of
(1.1) are singular.

We have derived Theorem 3.1 from Theorem 1.1, and Theorem 3.2 from Theorem 3.1. We remark
here that Theorem 1.1 can be derived from Theorem 3.2. In this sense, these three theorems are
essentially identical. The following is a brief proof of the fact that Theorem 1.1 is derived from
Theorem 3.2. Let σ > 0 and τ > 0 be numbers which satisfy (1.13) and (1.14). As mentioned before,
this is equivalent to the statement that σ and τ satisfy (3.1) and (3.2). Take a number σ∗ > 0 such
that σ = σ∗ satisfies (3.8) and τ(σ∗)/σ∗ < τ/σ and σ < σ∗. Here, τ(σ∗) is defined by (3.9) with
σ = σ∗. If σ∗ is taken sufficiently close to 1/(νn + 1), then it is possible to take such a number σ∗.
By an application of Hölder’s inequality, it is seen that

t∫
a+

s−ζn−1τ−1+(rn−1β+1)σp(s)σ ds ≤ C1

( t∫
a+

s−ζn−1τ(σ
∗)−1+(rn−1β+1)σ∗

p(s)σ
∗
ds

)σ/σ∗

, t ≥ a+,

and

tζn−1τ

∞∫
t

s−ζn−1τ−1+(rn−1β+1)σp(s)σ ds

≤ C2

(
tζn−1τ(σ

∗)

∞∫
t

s−ζn−1τ(σ
∗)−1+(rn−1β+1)σ∗

p(s)σ
∗
ds

)σ/σ∗

, t ≥ a+.

Here, C1 and C2 are certain positive constants. Therefore, (1.15) implies (3.4) with σ = σ∗, and (1.16)
implies (3.5) with σ = σ∗. This shows that Theorem 1.1 is derived from Theorem 3.2.

Theorem A stated in Section 1 can be derived from Theorem 3.2. In fact, suppose that (1.8) holds.
Let σ > 0 and τ(σ) > 0 be the numbers in the statement of Theorem 3.2. By (1.8), there is a constant
c > 0 such that p(t) ≥ ct−rn−1β−1, and so,

t−ζn−1τ(σ)−1+(rn−1β+1)σp(t)σ ≥ cσt−ζn−1τ(σ)−1
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for all large t. If (3.4) does not hold, then the above inequality implies
∞∫
t

s−ζn−1τ(σ)−1+(rn−1β+1)σp(s)σ ds ≥ cσ

ζn−1τ(σ)
t−ζn−1τ(σ)

for all large t, and, in consequence, condition (3.5) is satisfied.
It is also clear that if σ satisfies

1

[β/(α1α2 · · ·αn)]νn + 1
< σ ≤ σn, (3.10)

then the number τ(σ) defined by (3.3) is

τ(σ) =
1

µnηn

[( β

α1α2 · · ·αn
νn + 1

)
σ − 1

]
. (3.11)

Therefore, by Theorem 3.1, we have the following result.

Corollary 3.1. Let α1α2 · · ·αn < β. Let σ be a number satisfying (3.10), where σn is given by (3.7),
and define τ(σ) by (3.11). If either (3.4) or (3.5) holds, then all of strongly increasing solutions of
(1.1) are singular.

As mentioned before, if α1 = α2 = · · · = αn = 1, then Dix(t) = x(i)(t) (i = 0, 1, 2, . . . , n), and
equation (1.1) is reduced to (1.17). Note that condition (1.4) is rewritten in the form

x(i)(t) ≥ 0 (a ≤ t < b) for i = 0, 1, 2, . . . , n− 1.

Moreover, in the case α1 = α2 = · · · = αn = 1, we have

rn−1 = νn = n− 1, µn = ζn−1 =
n(n− 1)

2
, ξn = n, ηn = 1.

Therefore, Theorem 3.2 yields the following result.

Corollary 3.2. Consider equation (1.17) for the superlinear case β > 1. Let σ be a number satisfying
2/[n+ 1 + (n− 1)β] ≤ σ < 1/n. If either

∞∫
a+

s−2+[n+1+(n−1)β]σp(s)σ ds = ∞ (a+ > max{a, 0})

or

lim sup
t→∞

t1−nσ

∞∫
t

s−2+[n+1+(n−1)β]σp(s)σ ds > 0,

then all of strongly increasing solutions of (1.17) are singular.

Corollary 3.2 gives an extension of Theorem 11.4 (m = 0, k = 1) in the book of Kiguradze and
Chanturia [2].

By Corollary 3.1, we have the following result.

Corollary 3.3. Consider equation (1.17) for the superlinear case β > 1. Let σ be a number satisfying
1/[1 + (n− 1)β] < σ ≤ 2/[n+ 1 + (n− 1)β]. If either

∞∫
a

p(s)σ ds = ∞

or

lim sup
t→∞

t−1+[1+(n−1)β]σ

∞∫
t

p(s)σ ds > 0,

then all of strongly increasing solutions of (1.17) are singular.
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