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SOLVABILITY AND NUMERICAL APPROXIMATION
OF THE SHELL EQUATION DERIVED BY THE Γ-CONVERGENCE



Abstract. A mixed boundary value problem for the Lamé equation in a thin layer Ωh = C × [−h, h]
around a surface C with the Lipshitz boundary is investigated. The main goal is to find out what
happens when the thickness of the layer tends to zero, h→ 0. To this end, we reformulate BVP into
an equivalent variational problem and prove that the energy functional has the Γ-limit of the energy
functional on the mid-surface C. The corresponding BVP on C, considered as the Γ-limit of the initial
BVP, is written in terms of Günter’s tangential derivatives on C and represents a new form of the shell
equation. It is shown that the Neumann boundary condition from the initial BVP on the upper and
lower surfaces transforms into the right-hand side of the basic equation of the limit BVP. The finite
element method is established for the obtained BVP.
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ÒÄÆÉÖÌÄ. ÂÀÌÏÊÅËÄÖËÉÀ ËÉ×ÛÉÝÉÓ ÓÀÆÙÅÒÉÀÍÉ C ÆÄÃÀÐÉÒÉÓ ÌÏÌÝÅÄË Ωh = C×[−h, h] ÈáÄË
×ÄÍÀÛÉ ÂÀÍÓÀÆÙÅÒÖËÉ ËÀÌÄÓ ÂÀÍÔÏËÄÁÉÓÈÅÉÓ ÃÀÓÌÖËÉ ÛÄÒÄÖËÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÀ. ÂÀ-
ÌÏÊÅËÄÅÉÓ ÌÈÀÅÀÒÉ ÌÉÆÀÍÉÀ ÃÀÃÂÉÍÃÄÓ ÒÀ áÃÄÁÀ, ÒÏÃÄÓÀÝ ×ÄÍÉÓ h ÓÉÓØÄ ÍÖËÉÓÊÄÍ ÌÉÉÓ-
ßÒÀ×ÅÉÓ, h → 0. ÀÌÉÓÈÅÉÓ, ÜÅÄÍ, ÃÀÓÌÖËÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÀ ÛÄÅÝÅÀËÄÈ ÄØÅÉÅÀËÄÍÔÖÒÉ
ÅÀÒÉÀÝÉÖËÉ ÀÌÏÝÀÍÉÈ ÃÀ ÅÀÜÅÄÍÄÈ, ÒÏÌ ÄÍÄÒÂÉÉÓ ×ÖÍØÝÉÏÍÀËÉ, Γ-ÊÒÄÁÀÃÏÁÉÓ ÀÆÒÉÈ, ÌÉÉÓ-
ßÒÀ×ÅÉÓ C ÛÖÀ ÆÄÃÀÐÉÒÆÄ ÂÀÍÓÀÆÙÅÒÖËÉ ×ÖÍØÝÉÏÍÀËÉÓÊÄÍ. ÀÌ ×ÖÍØÝÉÏÍÀËÉÓ ÛÄÓÀÁÀÌÉÓÉ
ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÀ ÂÀÍÉáÉËÄÁÀ ÒÏÂÏÒÝ ÈÀÅÃÀÐÉÒÅÄËÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÉÓ Γ-ÆÙÅÀÒÉ.
ÉÓ ÜÀßÄÒÉËÉÀ C ÆÄÃÀÐÉÒÆÄ ÂÀÍÓÀÆÙÅÒÖË ÂÉÖÍÔÄÒÉÓ ÌáÄÁ ßÀÒÌÏÄÁÖËÄÁÛÉ ÃÀ ßÀÒÌÏÀÃÂÄÍÓ
ÂÀÒÓÉÓ ÂÀÍÔÏËÄÁÉÓ ÀáÀË ×ÏÒÌÀÓ. ÍÀÜÅÄÍÄÁÉÀ, ÒÏÌ ÈÀÅÃÀÐÉÒÅÄËÉ ÀÌÏÝÀÍÉÓ ÍÄÉÌÀÍÉÓ ÓÀÓÀÆ-
ÙÅÒÏ ÐÉÒÏÁÄÁÉ, ÆÄÃÀ ÃÀ ØÅÄÃÀ ÓÀÆÙÅÀÒÆÄ, ÂÀÒÃÀÉØÌÍÄÁÀ ÆÙÅÒÖËÉ ÂÀÍÔÏËÄÁÉÓ ÌÀÒãÅÄÍÀ
ÌáÀÒÄÃ. ÌÉÙÄÁÖËÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÉÓÈÅÉÓ ÃÀ×ÖÞÍÄÁÖËÉÀ ÓÀÓÒÖË ÄËÄÌÄÍÔÈÀ ÌÄÈÏÃÉ.
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1 Introduction

In the present paper, we study a mixed boundary value problem for the Lamé equation in a thin
layer Ωh := C × [−h, h] of thickness 2h around a smooth mid-hypersurface C ⊂ R3 written in terms
of Günter’s derivatives and the energy functional associated to it. We show that when thickness
of the layer tends to zero, h → 0, the corresponding energy functional, scaled properly, converges
in the Γ-limit sense to some functional defined on mid-surface C of the layer, which corresponds
to the two-dimensional boundary value problem for associated Euler–Lagrange equation in terms of
Günter’s derivatives. The obtained equations together with boundary conditions can be considered
as a boundary value problem defined on a shell model. We employ Galerkin’s method to establish
numerical approximation for solutions of the obtained BVP.

The equations of three-dimensional linearized elasticity have been studied mostly in Cartesian
coordinates. The linear shell theory justified in the present paper is based on the natural curvilinear
coordinates, defined on the mid-surface C extended by the normal vector field of this surface, which
“follow the geometry” of the shell in a most natural way. Accordingly, the purpose of the present
preliminary section is to provide a thorough derivation and a mathematical treatment of the equations
of linearized three-dimensional elasticity in terms of special curvilinear coordinates.

Let C ⊂ R3 be an open surface with the boundary Γ = ∂C in the Euclidean space R3, represented
by a single coordinate function θ : ω → C (the case of multiple coordinate function is similar and we
skip this case for the simplicity). Let ν(X) = (ν1(X), ν2(X), ν3(X))

⊤, X ∈ C, be the normal vector field
on C and ν(x) = (N1(x),N2(x),N3(x))

⊤ be its extension in the neighbourhood UC of the surface C.
It is known that such extension is unique under the assumption that the extension, as the field on
the surface itself, is a gradient vector field ∂jNk = ∂kNj for all j, k = 1, 2, 3 and is called the proper
extension (see [6] for details).

The 3-tuple of tangential vector fields to the surface g1 := ∂1Θ,g2 := ∂2Θ (the covariant basis)
together with the proper extension g3 := N of normal vector field ν from the surface C into the
neighborhood Ωh depend only on the variable x′ ∈ C and constitute a basis in Ωh. That means

that an arbitrary vector field U =
3∑

j=1

Ujej can also be represented with this basis in “curvilinear

coordinates”. Along with the covariant basis, the use is made of the contravariant basis g1, g2

which is the bi-orthogonal system to the covariant basis ⟨gj ,gk⟩ = δjk, where δjk denotes Kroneker’s
symbol, j, k = 1, 2 (see, e.g., [3, 4]). In the classical geometry, the covariant {⟨gi,gk⟩}j,k=1,2 and
contravariant {⟨gi,gk⟩}j,k=1,2 metric tensors together with the Christofell symbols Γi

jk := ⟨gi, ∂jgk⟩
are the main tools of the calculus. For example, the covariant derivatives on the surface C are defined

by vi∥j := ∂jvi −
2∑

k=1

Γk
ijvk.

Our calculus on the surface C is based on a different curvilinear system of coordinates than the
covariant and contravariant vector fields used usually by mathematicians and mechanists to derive the
shell equations (see, e.g., P. Ciarlet [3,4]). Moreover, the system of curvilinear coordinates introduced
below is linearly dependent but, surprisingly, many partial differential equations are written in this
system in a simple form, including Laplace–Beltramy and shell equations on a hypersurface (see [5].

From now on, if not stated otherwise, we stick to the following notation: the terms with repeated
indices are implicitly summed from 1 to 3 if indices are Greek (α, β, γ, . . . ) and are summed from 1
to 4 if indices are Latin (j, k, l, . . . ), as shown in the following examples:

aαbα :=

3∑
α=1

aαbα, b2α :=

3∑
α=1

b2α, cjdj :=

4∑
j=1

cjdj , c2j :=

4∑
j=1

c2j .

We consider a deformation of an isotropic layer domain Ωh := C × (−h, h) of thickness 2h around
the mid-surface C which has the nonempty Lipschitz boundary ∂C. The deformation is governed by
the Lamé equation with the classical mixed boundary conditions, Dirichlet conditions on the lateral
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surface Γh
L := ∂C× (−h, h) and Neumann conditions on the upper and lower surfaces Γ± := C×{±h}:

LΩhU(x) = F(x), x ∈ Ωh := C × (−h, h),
U+(t) = G(t), t ∈ Γh

L := ∂C × (−h, h),
(T(X ,∇)U)+(X) = H(X ,±h), (X , t) ∈ Γ± = C × {±h}.

(1.1)

Here U(x) = (U1(x), U2(x), U3(x))
⊤ is the displacement vector, LΩh is the Lamé differential operator

and T(X ,∇) is the traction operator

LΩhU = −µ∆U − (λ+ µ)∇div U,

[T(X ,∇)U]β = λ νβ∂γUγ + µ νγ∂βUγ + µ∂νUβ , β = 1, 2, 3.
(1.2)

The BVP (1.1) we consider in the following weak classical setting:

U ∈ H1(Ωh), F ∈ H̃−1(Ωh), G ∈ H1/2(Γh
L), H( · ,±h) ∈ H−1/2(C). (1.3)

For definitions of Bessel potential spaces Hs, H̃s see, e.g., [8].
Let us consider the following subspace of H1(Ωh):

H̃1(Ωh,Γh
L) :=

{
V ∈ H1(Ωh) : V+(t) = 0 for all t ∈ Γh

L

}
. (1.4)

Theorem 1.1. The BVP (1.1) in the weak classical setting (1.3) has a unique solution.

Proof. The Lamé operator LΩh is strictly positive on the subspace H̃1(Ωh,Γh
L),

⟨LΩhV,V⟩ >M∥V∥2 ∀V ∈ H̃1(Ωh,Γh
L),

and the proof follows easily from the Lax-Milgram Lemma (a similar proof see, e.g., in [7]).

To find what happens with the BVP (1.1), (1.3) as h → 0, we first reformulate this BVP into the
equivalent variational problem: Find the vector U which minimizes the energy functional EΩh(U) (see
(3.4)) under the same constraints (1.3). It is proved that if the weak limits

lim
h→0

F(X , hτ) = F(X), lim
h→0

1

2h

[
H(X ,+h)− H(X ,−h)

]
= H(1)(X), F,H(1) ∈ L2(C),

exist in L2(Ω
h) and L2(C), respectively, then there exists the Γ-limit of the energy functional

lim
h→0

EΩh(U) = E3
C(U) (cf. (4.2)), and the equivalent BVP on the surface C, using Einstein’s con-

vention, is written as follows:
µ
[
∆CUα +DβDαUβ − 2HCνβDαUβ −Dγ(νανβDγUβ)

]
+

4λµ

λ+ 2µ

[
DαDβUβ − 2HCναDβUβ

]
=

1

2
Fα +H(1)

α on C,

Uα(t) = 0 on Γ = ∂C,

α = 1, 2, 3. (1.5)

In (1.5), ν := (ν1, ν2, ν3)
⊤ is the unit normal vector filed on C, HC is the mean curvature of C,

Dα := ∂α − να∂ν , α = 1, 2, 3, are Günter’s tangential derivatives on C (see Section 2) and U :=
(U1(X , 0), U2(X , 0), U3(X , 0))

⊤, X ∈ C, is the trace of the displacement vector field

U(X , t) :=
(
U1(X , t), U2(X , t), U3(X , t)

)⊤
, (X , t) ∈ Ωh := C × (−h, h),

on the mid-surface C (see Theorem 4.3).
The BVP (1.5) represents a new 2D shell equation in terms of Günter’s tangential derivatives on

the mid-surface C.
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2 Auxiliaries
We commence with the definition of a new system of coordinates: the system of 4-vectors

dj := ej −NjN , j = 1, 2, 3, and d4 := N , (2.1)

where e1 = (1, 0, 0)⊤, e2 = (0, 1, 0)⊤, e3 = (0, 0, 1)⊤ is the Cartesian basis in R3; the first 3 vectors
d1, d2, d3 are projections of the Cartesian vectors and are tangential to the surface C, while the last
one d4 = N is orthogonal to it and, thus, to d1, d2, d3. The system is linearly dependent, but full,
and any vector field U = Uαeα in Ωh can be written in the following form:

U = Uαeα = U0
j dj = U0 = U0 + U0

4N , (2.2)
U0 := U − ⟨N ,U⟩N , U0

4 := ⟨N ,U⟩ = NαUα,

and the vector U0 := (U0
1 , U

0
2 , U

0
3 )

⊤ is chosen to be tangential to the surface ⟨N ,U0⟩ = 0.
Since the proper extension depends only on the surface variable N (X , t) = N (X) (see [6]), the

same is true for the entire basis dj(X , t) = dj(X), j = 1, 2, 3, 4.
Note that

N4 := ⟨N ,N⟩ = 1.

Although the system {dj}4j=1 is linearly dependent, the following holds.
In [2, Lemma 1], it is proved that representation (2.2) is unique, that is,

if U0 = U0
j dj = 0, then U0

1 = U0
2 = U0

3 = U0
4 = 0.

Moreover, the scalar product and, consequently, the distance between two vectors in the Cartesian
and new coordinate systems coincide:

⟨U0,V0⟩ = U0
j V

0
j = UαVα = ⟨U,V⟩, ∥U0 − V0∥ = ∥U − V∥

for arbitrary vectors U = (U1, U2, U3)
⊤, V = (V1, V2, V3)

⊤ ∈ R3.
Günter’s derivatives

Dαφ := ∂αφ− να∂νφ, α = 1, 2, 3, (2.3)

represent tangential differential operators on the surface C (orthogonal projections of the coordinate
derivatives ∂1, ∂2, ∂3) and have the extensions

Dαφ := ∂αφ−Nα∂Nφ

in the neighbourhood of the surface C. The system D1, D2, D3 is, obviously, linearly dependent, but
full: any tangential linear differential operator on the surface A(D) is written in the following form:

A(D) = aα(X)∂α = aα(X)Dα, provided aα(x)να(X) ≡ 0, X ∈ C.

In particular,
∂U = Uα∂α = U0

j Dj .

The adjoint operator to Dj , j = 1, 2, 3, is

D∗
jφ = −Djφ+ 2νjHCφ, φ ∈ C1(C),

where
HC(X) :=

1

2
Dανα(X) =

1

2
DαNα(X), X ∈ C, (2.4)

is the mean curvature of the surface C.
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Definition 2.1. For a function φ ∈ W1(Ωh), we define the extended gradient

∇Ωh φ =
{
D1φ,D2φ,D3φ,D4φ

}⊤
, D4φ := ∂Nφ, (2.5)

and, for a vector field U = Uαeα = U0
j dj ∈ W1(Ωh), we define the extended divergence

divΩh U := DjU
0
j + 2HCU

0
4 = −∇∗

ΩhU, (2.6)

where ∇∗
Ωh denotes the formally adjoint operator to the gradient ∇Ωh , HC is the mean curvature (cf.

(2.4)) and
D4U

0
4 := ∂NU

0
4 = ⟨N , ∂NU⟩ = (D4U)04.

Caution: While defining the extended divergence in (2.6), we have to use only the representation
U = U0

j dj (cf. (2.2)), because any other representation differs from the indicated one by the vector
cN , where c(X) is an arbitrary function. Then the extended divergences will differ by the summand
divΩh(c(X)N (X)) = ∂N c(X) + 2c(X)HC(X).

Lemma 2.2. The classical gradient ∇φ := {∂1φ, ∂2φ, ∂3φ}⊤, written in the full system of vectors
{dj}4j=1 in (2.1), coincides with the extended gradient ∇φ = ∇Ωh φ in (2.5).

The classical divergence div U := ∂αUα of a vector field U := Uαeα, written in the full system
(2.1), coincides with the extended divergence div U = divΩh U0 in (2.6).

The gradient and the negative divergence are the adjoint operators, ∇∗
Ωh = −divΩh with respect to

the scalar product induced from the ambient Euclidean space Rn.
In the domain Ωh, the classical Laplace operator

∆Ωhφ(x) := (divΩh ∇Ωh φ)(x) = −
(
∇∗

Ωh(∇Ωhφ)
)
(x), x ∈ Ωh,

written in the full system (2.1), acquires the following form:

∆Ωhφ = D2
jφ+ 2HCD4φ, φ ∈ W2(Ωh).

Proof see in [2, Lemma 2].
The Lamé operator

LU = −µ∆U − (λ+ µ)∇div U = −
[
µδαβ∂

2
k + (λ+ µ)∂α∂β

]
3×3

U
= −

[
cαγβω∂γ∂ω

]
3×3

U, cαγβω = λδαγδβω + µ(δαβδγω + δαωδβγ)

is formally the self-adjoint differential operator of the second order and, written in the full system
(2.1), acquires the form

LΩhU0 = −µ∆ΩhU0 − (λ+ µ)∇Ωh divΩh U0.

To reformulate the BVP (1.1) in curvilinear coordinates we introduce the traction operator (cf.
(1.2))

T(x, ∂)U = (Tαβ(x, ∂)Uβ)e
α =

({
λνα∂β + µνβ∂α + δαβµ∂ν

}
Uβ

)
eα, U = (U1, U2, U3)

⊤ = Uαeα

and Gunter’s derivatives (see [2, (25)])

T(X ,D) = eα ⊗ eβ
{
λνα∂β + µνβ∂α + δαβµ∂ν

}
= λd4 ⊗ (dβ + νβd4)(Dβ + νβD4)

+ µ(dβ + ναd4)⊗ (dβ + νβd4)D4 + µ(dβ + νβd4)⊗ d4(Dβ + νβD4)

=


µD4 0 0 µD1

0 µD4 0 µD2

0 0 µD4 µD3

λD1 λD2 λD3 (λ+ 2µ)D4

 .
Let us recall some results related to the uniqueness of solutions to an arbitrary elliptic equation.
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Definition 2.3. Let Ω be an open subset with the Lipschitz boundary ∂Ω ̸= ∅ either on a Lipschitz
hypersurface C ⊂ Rn, or in the Euclidean space Rn−1.

We say that a class of functions U(Ω), defined in a domain Ω in Rn, has the strong unique
continuation property if every u ∈ U(Ω) in this class which vanishes to infinite order at one point
must vanish identically.

If a surface C is C∞-smooth, any elliptic operator on C has the strong unique continuation property
due to Holmgren’s theorem. But we can have more.

Lemma 2.4. Let C be a C2-smooth hypersurface in Rn. The class of solutions to a second order
elliptic equation A(X ,D)u = 0 with the Lipschitz continuous top order coefficients on a surface C has
the strong unique continuation property.

In particular, if the solution u(X) = 0 vanishes in any open subset of C, it vanishes identically on
entire C.

Proof see in [1, Lemma 1.7.2].

Lemma 2.5. Let C be a C2-smooth hypersurface in Rn with the Lipschitz boundary Γ := ∂C and
γ ⊂ Γ be an open part of the boundary Γ. Let A(X ,D) be a second order elliptic system with the
Lipschitz continuous top order matrix coefficients on a surface C.

The Cauchy problem 
A(X ,D)u = 0 on C, u ∈ H1(Ω),

u(s) = 0 for all s ∈ γ,

(∂Vu)(s) = 0 for all s ∈ γ,

where V is a non-tangential vector to Γ, but tangent to C, has only a trivial solution u(X) = 0 on
entire C.

Proof see in [1, Lemma 1.7.3].

3 Variational reformulation of the problem
To apply the method of Γ-convergence, we have to reformulate the BVP (1.1) into an equivalent
variational problem for the energy functional. To this end, we have to consider the BVP with the
vanishing Dirichlet condition on the lateral surface:

LΩhU0(x) = F0(x), x ∈ Ωh := C × (−h, h),
U+

0 (t) = 0, t ∈ Γh
L := ∂C × (−h, h),

(T(X ,∇)U0)
+(X ,±h) = H0(X ,±h), X ∈ C.

It is possible to rewrite the BVP (1.1) in the equivalent BVP (3.2). Indeed, consider the BVP

LΩhV(x) = 0, x ∈ Ωh := C × (−h, h),
V+(t) = G(t), t ∈ Γh

L,

(T((X ,∇)V)+(X ,±h) = 0, (X ,±h) ∈ Γ± = C × {±h},
(3.1)

which has a unique solution V ∈ W1(Ωh) (see Theorem 1.1) and note that the difference U0 := U−V
of solutions to BVPs (1.1) and (3.1) is a solution to the BVP (3.2), where F0(X) = F(X)−LΩhV(X),
= H0(X ,±h) == H(X ,±h) − (T((X ,∇)V)+(X ,±h). Vice versa, a solution to the BVP (1.1) is
recovered as the sum of solutions U = U0 + V of the BVPs (3.2) and (3.1).

Thus, in the BVP (1.1) we can assume, without restricting generality, that G = 0 and consider
the BVP

LΩhU(x) = F(x), x ∈ Ωh := C × (−h, h),
U+(t) = 0, t ∈ Γh

L := ∂C × (−h, h),
(T(X ,∇)U)+(X ,±h) = H(X ,±h), X ∈ C.

(3.2)
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Theorem 3.1. Problem (3.2) with the constraints

U ∈ H1(Ωh,Γh
L), F ∈ H̃−1(Ωh), H( · ,±h) ∈ H−1/2(C) (3.3)

is reformulated into the following equivalent variational problem: Under the same constraints (3.3),
look for a displacement vector-function U ∈ H̃1(Ωh,Γh

L), which is a stationary point of the following
functional:

EΩh(U) :=
1

2

∫
Ωh

[
µ∂βUα · ∂βUα + µ∂βUα · ∂αUβ + λ∂αUα · ∂γUγ + 2Fβ · Uβ

]
dx

+

∫
C

[⟨
H(X ,+h),U+(X ,+h)

⟩
−

⟨
H(X ,−h),U+(X ,−h)

⟩]
dσ

=
1

2

h∫
−h

∫
C

[
µ∂βUα · ∂βUα + µ∂βUα · ∂αUβ + λ∂αUα · ∂γUγ + 2Fβ · Uβ

+
1

h

[⟨
H(X ,+h),U+(X ,+h)

⟩
−
⟨
H(X ,−h),U+(X ,−h)

⟩]]
dσ dt, (3.4)

Proof see in [2, Theorem 2].

Remark 3.2. The integral on C in (3.4) is understood in the sense of duality between the spaces
H̃1/2(C) and H−1/2(C) because H( · ,±h) ∈ H−1/2(CN ) and the condition U ∈ H̃1(Ωh,Γh

L) implies the
inclusion U+( · ,±h) ∈ H̃1/2(CN ).

Let us prove the following auxiliary lemma.

Lemma 3.3. Let µ > 0 and µ + λ > 0. Then the quantity n(E) := 2µ |E|2 + λ(Trace E)2 is
non-negative, n(E) > 0 for an arbitrary matrix E = [Eαβ ]3×3.

Proof. We proceed as follows:

n(E) = 2µ
∑
α̸=β

E2
αβ + 2µ

∑
α

E2
αα + (µ+ λ)

∑
α,β

EααEββ − µ
∑
α,β

EααEββ

= 2µ
∑
α̸=β

E2
αβ + (µ+ λ)

(∑
α

Eαα

)2

+ µ
[
2
∑
α

E2
αα −

∑
α ̸=β

EααEββ

]
= 2µ

∑
α̸=β

E2
αβ + (µ+ λ)

(∑
α

Eαα

)2

+ µ
∑
α̸=β

(Eαα − Eββ)
2 ≥ 0,

since µ > 0, µ+ λ > 2µ+3λ
3 > 0 (see (1.2)).

4 Shell operator is non-negative
The main theorem of the present paper, Theorem 4.3, will be proved later. Here we recall the main
results about Γ-limit of the energy functional EΩh(U) in (3.4).

Next, we perform the scaling of the variable t = hτ , −1 < τ < 1, in the modified kernel Q4(∇U)
of the quadratic part of energy functional (3.4) and divide by h.

Lemma 4.1. The scaled and divided by h energy functional

E0
Ωh(Ũh) =

1

h
EΩh(Ũh) =

1

2
Q0

4(Ũh)−F0(Ũ0
h) (4.1)
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with the quadratic and linear parts

Q0
4(Ũh) =

1∫
−1

∫
C

Q0
4(∇ΩhŨh(X , τ)) dσ dτ,

F0(Ũ0
h) = −

h∫
−h

∫
C

[⟨
F̃0

h,U0
h

⟩
+

1

h

[⟨
H̃(X ,+h), Ũ0,+(X ,+h)

⟩
−

⟨
H̃0(X ,−h), Ũ0,+(X ,−h)

⟩]]
,

F0
h(X , τ) :=

(
F 0
1 (X , hτ), F

0
2 (X , hτ), F

0
3 (X , hτ), F

0
4 (X , hτ)

)⊤
, F 0

4 = NαFα,

H̃0
h(X , τ) :=

(
H0

1 (X , hτ),H
0
2 (X , hτ),H

0
3 (X , hτ),H

0
4 (X , hτ)

)⊤
, H0

4 = NαHα,

is correctly defined on the space H̃1(Ω1,Γ1
L) (see (1.4)) and is convex:

E0
Ωh(θŨh + (1− θ)Ṽh) 6 E0

Ωh(Ũh) + (1− θ)E0
Ωh(Ṽh), 0 < θ < 1,

for arbitrary vector Ṽh(X , τ) := (V1(X , hτ), V2(X , hτ), V
0
3 (X , hτ), V4(X , hτ))

⊤, Ṽh ∈ H̃1(Ω1,Γ1
L).

Moreover, if F̃0
h(X , τ) := F0(X , hτ) are uniformly bounded in L2(Ω

1), i.e.,

sup
h<h0

∥F̃0
h|L2(Ω

1)∥ <∞

for some h0 > 0, the energy functional has the following quadratic estimate: there exist positive
constants C1, C2 and C3 independent of the parameter h such that

C1

∫
Ω1

[(
DαU

0
j (X , hτ)

)2
+
( 1

h

∂U0
j (X , hτ)

∂τ

)2
]
dx− C2 6 E0

Ωh(Ũh)

6 C3

{
1 +

∫
Ω1

[(
DαU

0
j (X , hτ)

)2
+
( 1

h

∂U0
j (X , hτ)

∂τ

)2
]
dx

}

for all Ũh ∈ H̃1(Ω1,Γ1
L).

Proof see in [2, Lemma 5].

Theorem 4.2. Let the weak limits

lim
h→0

F(X , hτ) = F(X), lim
h→0

1

2h

[
H(X ,+h)− H(X ,−h)

]
= H(1)(X), F,H(1) ∈ L2(C),

in L2(Ω
h) and L2(C), respectively, exist. Then the Γ-limit of the energy functional E0

Ωh(Ũh) exists:

Γ− lim
h→0

E0
Ωh(Ũh) = E3

C(U) :=

∫
C

Q3(U(X)) dσ, (4.2)

where

Q3(U) =
µ

2

[[
DαUβ +DβUα

]2 − 2νβνγDαUβDαUγ

]
+

2λµ

λ+ 2µ
(DαUα)

2 +
⟨
F(X) + 2H(1)(X), U(X)

⟩
(4.3)

and
U(X) :=

(
U1(X), U2(X), U3(X)

)⊤
, Uα(X) := Uα(X , 0), α = 1, 2, 3.

Proof see in [2, Theorem 3].
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Theorem 4.3. Let F,H(1) ∈ L2(C). The vector-function U ∈ H̃1(C) which minimizes the energy
functional E3

C(U) in (4.2), (4.3) is a solution to the following boundary value problem:
(LCU)α := µ

[
∆CUα +DβDαUβ − 2HCνβDαUβ −Dγ(νανβDγUβ)

]
+

4λµ

λ+ 2µ

[
DαDβUβ − 2HCναDβUβ

]
=

1

2
Fα +H(1)

α on C,

Uα(t) = 0 on Γ = ∂C,

α = 1, 2, 3. (4.4)

Vice versa: on the solution U ∈ H̃1(C) to the boundary value problem (4.4) under the condition
F,H(1) ∈ L2(C), the energy functional E3

C(U) in (4.2), (4.3) attains the minimum.
Moreover, the operator LC in the left-hand side of the shell equation (4.4) is elliptic, positive definite

and has finite dimensional kernel consisting of the solutions to the following system of equations:

DαUβ +DβUα −
∑
γ

[
νανγ(DβUγ) + νβνγ(DαUγ)

]
≡ 0, α, β = 1, 2, 3. (4.5)

The boundary value problem (4.4) has a unique solution in the classical setting:

U := (U1, U2, U3)
⊤ ∈ H1(C), 1

2
F + H(1) ∈ L2(C).

Proof. The first part of the theorem, that BVP (4.4) is the Γ-limit of the BVP (3.2) (i.e., the solution
to the BVP (4.4) U ∈ H̃1(C) minimizes the energy functional E3

C(U) in (4.2), (4.3)) is proved in [2,
Theorem 4].

Ellipticity of the operator LC in the left-hand side of the shell equation (4.4) is checked directly
and from the Lax–Milgram Lemma, it follows that it is the Fredholm operator in the setting LC :
H−1(C) → H1(C) (see [7, Theorem 14]) for a similar proof). Therefore, LC has the finite dimensional
kernel.

Let us start with the energy functional and recall the quadratic part of the energy functional (see
(4.1) and formulae [2, (33)]):

Q0
4(U) =

h∫
−h

∫
C

Q0
4(∇U(X , t)) dσ dt,

Q0
4(F) = 2µ|E|2 + λ(Trace E)2, E =

1

2
(F + F⊤),

(4.6)

where F = [Fαβ ]3×3 and E = [Eαβ ]3×3 are the 3 × 3 matrices and |E|2 = Trace(E⊤E) =
∑
α,β

E2
αβ .

From Lemma 3.3 it follows that the kernel Q0
4(F) is non-negative:

Q0
4(F) = 2µ

∑
α̸=β

E2
αβ + (µ+ λ)

(∑
α

Eαα

)2

+ µ
∑
α̸=β

(Eαα − Eββ)
2 ≥ 0. (4.7)

Let us rewrite the kernel Q0
4(∇U) of the quadratic part Q0

4(U) of the energy functional in (4.1),
(4.6), (4.7) by using the equalities

F = ∇U = [∂αUβ ]3×3, (Def U) :=
1

2

(
(∇U) + (∇U)⊤

)
=

[1
2
(∂αUβ + ∂βUα)

]
3×3

and (2.3) as follows:

Q4(∇U) = 2µ
∑
α̸=β

(Def U)2αβ + (µ+ λ)
(∑

α

∂αUα

)2

+ µ
∑
α̸=β

[
∂αUα − ∂βUβ

]2
= 2µ

∑
α̸=β

[
(Def U)αβ +

ναD4Uα + νβD4Uβ

2

]2
+ (µ+ λ)

(∑
α

DαUα +D4U4

)2
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+ µ
∑
α̸=β

[
DαUα −DβUβ + ναD4Uα − νβD4Uβ

]2
= 2µ

∑
α̸=β

[
(Def U)αβ +

ναD4Uα + νβD4Uβ

2

]2
+ (µ+ λ)

(∑
α

DαUα +D4U4

)2

+ µ
∑
α,β

[
DαUα −DβUβ + ναD4Uα − νβD4Uβ

]2
, (4.8)

where
Def U)αβ :=

DαUβ +DβUα

2
, α, β = 1, 2, 3.

Next, we perform the scaling of the variable t = hτ , −1 < τ < 1, in the modified kernel Q4(∇U)
of the quadratic part of energy functional (4.8), divide by h and study the following kernel in the
scaled domain Ω1 = C × (1, 1):

Q0
4(∇ΩhŨh(X , τ)) =

1

h
Q4(∇U(X , hτ))

=
µ

2

∑
α̸=β

[
DαUβ(X , hτ) +DβUα(X , hτ) +

να
h

∂Uβ(X , hτ)

∂τ
+
νβ
h

∂Uα(X , hτ)

∂τ

]2
+ (µ+ λ)

(∑
α

DαUα(X , hτ) +
1

h

∂U4(X , hτ)

∂τ

)2

+ µ
∑
α,β

[
DαUα(X , hτ)−DβUβ(X , hτ) +

να
h

∂Uα(X , hτ)

∂τ
− νβ

h

∂Uβ(X , hτ)

∂τ

]2
, (4.9)

where
Ũh(X , τ) :=

(
U0
1 (X , hτ), U

0
2 (X , hτ), U

0
3 (X , hτ), U

0
4 (X , hτ)

)⊤
, U0

4 = NαUα.

For this, let us rewrite Q0
4 in (4.9) in the form

Q0
4(∇ΩhŨh(X , τ)) =

µ

2

∑
α̸=β

[
DαUβ(X , hτ) +DβUα(X , hτ) +Nαξβ +Nβξα

]2
+ (µ+ λ)

(∑
α

DαUα(X , hτ) + ξ4

)2

+ µ
∑
α,β

[
DαUα(X , hτ)−DβUβ(X , hτ) +Nαξα −Nβξβ

]2
=
µ

2

∑
α̸=β

[
DαUβ(X , hτ) +DβUα(X , hτ) +Nαξβ +Nβξα

]2
+ (µ+ λ)(DivU(X , hτ) + ξ4)

2 + µ
∑
α,β

[
DαUα(X , hτ)−DβUβ(X , hτ) +Nαξα −Nβξβ

]2
, (4.10)

where the variables

ξα = ξα(X , hτ) :=
1

h

∂Uα(X , hτ)

∂τ
, α = 1, 2, 3, ξ4 = Nαξα

depend on h and we find minimum of the kernel Q0
4(∇ΩhŨ(X , τ)) with respect to the variables ξ1, ξ2, ξ3.

It was shown in [2] that by Q0
4(∇ΩhŨh(X , τ)) the Γ-limit is attained on the following values of the

variables:

ξ4 = − λ

λ+ 2µ
DβUβ = − λ

λ+ 2µ
DivU, (4.11)

ξα = −Nγ(DαUγ)−
λ

λ+ 2µ
NαDivU, α = 1, 2, 3, (4.12)
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where we remind that DivU = DαUα. From (4.11), (4.12) and (4.10) we find the Γ-limit Q0
3(U) (the

same as in [2], but written in a different form):

Q0
3(U) = min

ξ1,ξ2,ξ3
Q0

4(∇ΩhŨh)

=
µ

2

∑
α̸=β

[
DαUβ +DβUα −

∑
γ

[
νανγ(DβUγ) + νβνγ(DαUγ)

]
− 2λ

λ+ 2µ
νανβDivU

]2
+ (µ+ λ)

(
DivU − λ

λ+ 2µ
DivU

)2

+ µ
∑
α,β

[
DαUα −DβUβ −

∑
γ

[
νανγ(DαUγ)− νβνγ(DβUγ)

]
− λ

λ+ 2µ
ν2αDivU +

λ

λ+ 2µ
ν2βDivU

]2
=
µ

2

∑
α̸=β

[
DαUβ +DβUα −

∑
γ

[
νανγ(DβUγ) + νβνγDαUγ

]
− 2λ

λ+ 2µ
νανβDivU

]2
+

4µ2(µ+ λ)

(λ+ 2µ)2
[DivU]2 + µ

∑
α,β

[
DαUα −DβUβ −

∑
γ

[
νανγ(DαUγ)− νβνγ(DβUγ)

]]2
. (4.13)

From (4.13) it follows that Q0
3(U) is a nonnegative quadratic form Q0

3(U) > 0 for all U ∈ H1(C,Γ),
Γ := ∂C.

5 Shell operator is positive definite
If Q0

3(U) ≡ 0, from (4.13) we get

DivU ≡ 0,

DαUα −DβUβ −
∑
γ

[
νανγ(DαUγ)− νβνγ(DβUγ)

]
≡ 0, α ̸= β = 1, 2, 3,

DαUβ +DβUα −
∑
γ

[
νανγ(DβUγ) + νβνγ(DαUγ)

]
≡ 0, α ̸= β = 1, 2, 3.

(5.1)

By taking the sum with respect to β in the second equality in (5.1), we get

DαUα =
∑
γ

νανγ(DαUγ), α = 1, 2, 3.

Note that the obtained equality implies both, the first and the second equalities from (5.1). Moreover,
it coincides with the third equality in (5.1) if we allow there α = β = 1, 2, 3. Thus, equation (4.5)
implies all three equalities in (5.1) and describes the kernel KerLC of the shell equation LC in (4.4).

Now we rewrite the obtained equation in the following form:

DαUα =
∑
γ

νανγ(DαUγ) = ναDα

(∑
γ

νγUγ

)
−
∑
γ

να(Dανγ)Uγ

= να(DαU4)−
∑
γ

να(Dανγ)Uγ , U4 =
∑
γ

νγUγ , α = 1, 2, 3. (5.2)

Similarly to (5.2), from equality (4.5) (see the third equality in (5.1) we derive

DαUβ +DβUα = ναDβU4 + νβDαU4 −
∑
γ

[να(Dβνγ) + νβ(Dανγ)]Uγ , α, β = 1, 2, 3. (5.3)

Besides the equalities (4.5), (5.2), (5.3) we have the following equality
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∑
α,β

[[
DαUβ +DβUα

]2 − 2
∑
γ

νβνγDαUβDαUγ

]
=

∑
α,β

[[
DαUβ +DβUα

]2]− 2
∑
α

(DαU4)
2 − 2

∑
α,β,γ

(Dανβ)(Dανγ)UβUγ

+ 2
∑
α,β

(Dανβ)(DαU4)Uβ − 2
∑
α,γ

(Dανγ)(DαU4)Uγ ≡ 0, (5.4)

which follows from (4.3) if we apply the first equality from (5.1) and recall that Q0
3(U) = 0.

If Uα(s) = 0, α = 1, 2, 3, equalities (5.2)–(5.4) simplify:

Dα(s)Uα(s) = να(s)DαU4(s),

DαUβ(s) +DβUα(s) = να(s)DβU4(s) + νβ(s)DαU4(s), α, β = 1, 2, 3,∑
α,β

[[
DαUβ(s) +DβUα(s)

]2]
= 2

∑
α

(DαU4(s))
2, s ∈ ∂C.

(5.5)

We can see that not only the first equality in (5.5) is the consequence of the second one (by taking
α = β), but also the third equality follows from the second one if we take into account that

∑
α
ν2α = 1

and
∑
α
ναDα = 0.

By inserting the first equality from (5.5) into the second one we get

DαUβ(s) +DβUα(s) =
να(s)

νβ(s)
DβUβ(s) +

νβ(s)

να(s)
DαUα(s), α, β = 1, 2, 3.

If we succeed in proving that

DαU4(s) ≡ 0, s ∈ ∂C, α = 1, 2, 3, (5.6)

then from (5.5) and (5.6) will follow

DαUβ(s) +DβUα(s) ≡ 0, s ∈ ∂C, α, β = 1, 2, 3. (5.7)

The latter implies that
DαUβ(s) ≡ 0 ∀α, β = 1, 2, 3, ∀ s ∈ ∂C. (5.8)

Indeed (cf. [1, Lemma 1.7.4]), among directing tangential vector fields {dk(s)}3k=1 generating Gün-
ter’s derivatives Dk = ∂dk , k = 1, 2, 3, only 2 are linearly independent (one of these vectors might even
collapse at a point dk(s) = 0 if the corresponding basis vector ek is orthogonal to the surface at s ∈ C).
One of these vectors might be tangential to the boundary curve ∂C and, at least one, say d3(s), is non-
tangential to ∂C. The vector dα for α = 1, 2, 3, is a linear combination dα(s) = c1(s)d3(s)+c2(s)τ

α(s)
of the non-tangential vector d3(s) and of the projection τα(s) := π∂Cdα(s) of the vector dα(s) to the
boundary curve ∂C at the point s ∈ ∂C. Then

(DαU3)(s) = c1(s)(∂d3U3)(s) + c2(s)(∂ταU3)(s) = c1(s)(D3U3)(s) (5.9)

for all s ∈ γ and all α = 1, 2, 3, since (Dd3U3)(s) = (D3U3)(s)U3, U3 vanishes identically on ∂C and
the derivative (∂τ jU0

3 )(s) = 0 vanishes, as well.
On the other hand, from (5.7) for β = α = 3 follows 2D3U3(s) = 0 and, together with (5.9), gives

(DαU3)(s) = 0 for all s ∈ γ, β = 1, 2, 3. Then, due to (5.7), (D3Uα)(s) = (DαU3)(s) = 0 and, due to
(5.7), (DαUα)(s) = 0 for all s ∈ γ, α = 1, 2, 3. Applying again the above arguments, exposed for U3,
we prove equalities (5.8).
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6 Numerical approximation of the shell equation
Consider the boundary value problem (4.4)

(LCU)α := µ
[
∆CUα +DβDαUβ − 2HCνβDαUβ −Dγ(νανβDγUβ)

]
+

4λµ

λ+ 2µ

[
DαDβUβ − 2HCναDβUβ

]
=

1

2
Gα on C,

Uα(t) = 0 on Γ = ∂C, α = 1, 2, 3,

where Gα = Fα + 2H
(1)
α ∈ [L2(C)], α = 1, 2, 3.

In [2, Theorem 4], it is proved that if U ∈ [H̃1(C)]3 is a solution of BVP (4.4) and V ∈ [H̃1(C)]3,
then∫

C

{
2µ

[
DβUαDβV α +DαUβDβV α − νανβDγUβDγV α

]
+

4λµ

λ+ 2µ
DβUβDαV α

}
dσ

=

∫
C

⟨Gα, V α⟩ dσ. (6.1)

Therefore, the BVP (4.4) can be reformulated in the following way.
Find a vector U ∈ [H̃1(C)]3 satisfying equation (6.1) for any V ∈ [H̃1(C)]3:

(cαβγζ(x)DβUα,DζVγ) = (Gα, Vα) ∀V ∈ [H̃1(C)]3, (6.2)

where
cαβγζ(x) =

4λµ

λ+ 2µ
δαβ + 2µ(δαγδβζ + δαζδβγ − νανγδβζ)

and ( · , · ) denotes an inner product

(f, g) =

∫
C

⟨f, g⟩ dσ.

Due to (4.13), the sesquilinear form

a(U, V ) := (cαβγζDβUα,DζVγ)

is bounded and coercive in H1
0(C),

M1

∥∥U | H1(C)
∥∥2 ≥ a(U,U) ≥M

∥∥U | H1(C)
∥∥2 ∀U ∈ [H1

0(C)]3

for some M > 0, M1 > 0. Therefore, by the Lax–Milgram Theorem problem (6.2) possesses a unique
solution.

Now, let us consider the discrete counterpart of the problem.
Let Xh be a family of finite-dimensional subspaces approximating [H1(C)]3, i.e., such that

∪
h

Xh

is dense in [H1(C)]3.
Consider equation (6.2) in the finite-dimensional space Xh,

a(Uh, Vh) = g̃(Vh) ∀V ∈ Xh, (6.3)

where g̃(Vh) = −(G,Vh)C .

Theorem 6.1. Equation (6.3) has the unique solution Uh ∈ Xh for all h > 0. This solution converges
in [H1(C)]3 to the solution U of (6.2) as h→ 0.
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Proof. Immediately follows from the coercivity of sesquilinear form a:

c1
∥∥Uh | [H1(C)]3

∥∥2 ≤ a(Uh, Uh) = |f̃(Uh)| ≤ c2
∥∥Uh | [H1(C)]3

∥∥ for all h. (6.4)

Let Uh be the unique solution of the homogeneous equation

a(Uh, ψh) = 0 for all ψh ∈ Xh.

Then (6.4) implies ∥Uh | [H1(C)]3∥ = 0 and, consequently, Uh = 0. Therefore, equation (6.3) has a
unique solution. From (6.4) it also follows that∥∥Uh | [H1(C)]3

∥∥2 ≤ c2
c1

∥∥Uh | [H1(C)]3
∥∥.

Hence, the sequence {∥Uh | [H1(C)]3∥} is bounded and we can extract a subsequence {Uhk
} which

converges weakly to some U ∈ H1(C).
Let us take an arbitrary V ∈ [H1(C)]3 and for each h > 0 choose Vh ∈ Xh such that Vh → V in

[H1(C)]3. Then from (6.3) we have

a(U, V ) = g̃(V ) ∀V ∈ [H1(C)]3.

Hence, U solves (6.2). Note that since (6.2) is uniquely solvable, each subsequence {Uhk
} converges

weakly to the same solution U and, consequently, the whole sequence {Uh} also converges weakly
to U .

Now, let us prove that it converges in the space [H1(C)]3.
Indeed, due to (6.4), we have

c1∥Uh − U∥2 ≤ |a(Uh − U,Uh − U)| ≤ |a(Uh, Uh − U)− a(U,Uh − U)|
= c1|g̃(Uh)− a(Uh, U)− g̃(Uh − U)| −→ c1|g̃(U)− a(U,U)| = 0,

which completes the proof.

We can choose spaces Xh in different ways.
In particular, consider a case where ω = Uα in the above parametrization is a square part of R2:

ω =
{
(x1, x2) : 0 < x1 < 1, 0 < x2 < 1

}
, ζ(ω) = C.

Allocate N2 nodes Pij = (i/(N + 1), j/(N + 1)), i, j = 1, . . . , N , on ω.
Let αk, k = 1, . . . , N , be piecewise linear functions defined on the segment [0, 1] as follows:

αk(x) =



0, 0 ≤ x ≤ k − 1

N + 1
,

(N + 1)(x− k − 1

N + 1
) ,

k − 1

N + 1
< x ≤ k

N + 1
,

(N + 1)(
k + 1

N + 1
− x) ,

k

N + 1
< x ≤ k + 1

N + 1
,

0,
k + 1

N + 1
< x ≤ 1,

j = k, . . . , N.

Denote by φij , i, j = 1, . . . , N , the functions

φij(x1, x2) = αi(x1)αj(x2), i, j = 1, . . . N, (x1, x2) ∈ ω.

Evidently, φij are continuous functions, which take their maximal value φij(Pij) = 1 at the point Pij

and vanish outside the set

ωij = ω ∩
{
(x1, x2) : 0 ≤

∣∣∣x1 − i

N + 1

∣∣∣ ≤ 1, 0 ≤
∣∣∣x2 − j

N + 1

∣∣∣ ≤ 1

}
.
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Consequently, they belong to H1(ω) and are linearly independent.
Denote by XN the linear span of the functions φ̂ij = φij ◦ ϑ, i, j = 1, . . . , N . The space XN is

N2-dimensional space contained in H1(C).
Let φ̃(k)

ij = (δ1k, δ2k, δ3k)φ̂ij ∈ [XN ]3, k = 1, 2, 3, i, j = 1, . . . , N .
Consider equation (6.3) in the space [XN ]

3

a(U, V ) = g̃(V ) ∀V ∈ [XN ]3. (6.5)

We sought for the solution U ∈ [XN ]3 of equation (6.5) in the form

U =

3∑
m=1

N∑
i,j=1

C
(m)
ij φ̃

(m)
ij ,

where C(m)
ij are unknown coefficients. Substituting U into (6.5) and replacing V successively by φ̃(m)

ij ,
m = 1, 2, 3, i, j = 1, . . . , N , we get the equivalent system of 3N2 linear algebraic equations

3∑
m=1

N∑
i,j=1

A
(m,n)
ijkl C

(m)
ij = g

(n)
kl , n = 1, 2, 3, k, l = 1, . . . , N, (6.6)

where
A

(m,n)
ijkl = a

(
φ̃
(m)
ij , φ̃

(n)
kl

)
, g

(n)
kl = g̃

(
φ̃
(n)
kl

)
.

The matrix A = A
(m,n)
(ijkl) is Gram’s matrix defined by the positive semidefinite bilinear form a attached

to basis vectors φ̃(m)
ij , m = 1, 2, 3, i, j = 1, . . . , N , of [XN ]3. Therefore, it is a nonsingular matrix and

equation (6.6) has a unique solution

U =

N∑
i,j,k,l=1

(A−1)
(m,n)
ijkl φ̃

(m)
ij g

(n)
kl .

To calculate explicitly A(m,n)
ijkl and g

(n)
kl we note that

Drφ̃
(m)
ij (y) = ∂yr

φ̃
(m)
ij (y) + νr∂νφ̃

(m)
ij (y)

=

2∑
p=1

∂pφij(ϑ(y))
(
∂rϑp(y) + νrνl∂lϑp(y)

)
(δm1, δm2, δm3)

=

2∑
p=1

∂pφij(ϑ(y))Drϑp(y)(δm1, δm2, δm3),

A
(m,n)
ijkl = a

(
φ̃
(m)
ij , φ̃

(n)
kl

)
= (cqrstδrmδtnDqφij ,Dsφkl)

=

2∑
α,β=1

∫
ωij∩ωkl

cqmsn(ϑ(y))
(
∂αφij(ϑ(y))

)(
∂βφkl(ϑ(y))

)
Dqϑα(y)Dsϑβ(y)|σ′(y)| dy,

g
(n)
kl = −(g, φ̃

(n)
kl )C = −

∫
ωij∩ωkl

g(ϑ(y))φ
(n)
kl (ϑ(y))|σ′(y)| dy,

where |σ′(y)| is a surface element of C

|σ′(y)| = |∂1ϑ(y)× ∂2ϑ(y)|.
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