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Abstract. The boundary value problem

$$
\begin{gathered}
D^{\alpha} u(t)+\mu a(t) f(t, u(t))-q(t)=0 \\
u(0)=u^{\prime}(0)=\cdots=u^{(n-2)}(0)=0, \quad u(1)=\lambda \int_{0}^{1} u(s) d s
\end{gathered}
$$

is studied, where $\mu$ is a positive parameter, $f:[0,1] \times[0 ;+\infty) \rightarrow[0 ;+\infty)$ and $a:(0,1) \rightarrow[0,+\infty)$ are continuous functions, while $q:(0,1) \rightarrow[0,+\infty)$ is a measurable function. The case, where the function $a$ has singularities at the points $t=0$ and $t=1$, is admissible.

Conditions are found guaranteeing, respectively, the existence of at least one and at least two positive solutions. Examples are gives. ${ }^{1}$
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$$
\begin{aligned}
D^{\alpha} u(t)+\mu a(t) f(t, u(t))-q(t) & =0 \\
u(0)=u^{\prime}(0)=\cdots=u^{(n-2)}(0)=0, \quad u(1) & =\lambda \int_{0}^{1} u(s) d s
\end{aligned}
$$
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## 1 Introduction

Fractional differential equations have applications in various fields of science and engineering and have been a focus of research for decades (see $[6,9,10,12]$ and the references therein). There is a large number of important subjects in various fields of fractional calculus and related applications such as the solvability, existence and multiplicity of positive solutions for the given boundary value problems of fractional differential equations. For more details see $[1,3,4,11]$.

Namely, A. Cabada and Z. Hamdi [3] presented the existence results for the following boundary value problem

$$
\left\{\begin{array}{l}
D^{\alpha} u(t)+\mu g(t) f(u(t))=0 \text { in }[0,1] \\
u(0)=u^{\prime}(0)=0, \quad u(1)=\lambda \int_{0}^{1} u(s) d s
\end{array}\right.
$$

where $\mu$ is a positive parameter, $2<\alpha \leq 3,0<\lambda<\alpha$ and $f, g$ are continuous functions. Under the conditions $g \in L^{1}([0,1])$ and $\int_{1 / 2}^{1} g(t) d t>0$, they derived various existence and multiplicity results of positive solutions depending on the parameter $\mu>0$.

However, all of the above mentioned works are based on a key assumption, that is, the nonlinear term is required to be nonnegative. When nonlinear fractional differential equations involve a signchanging term, J. Henderson and R. Luca [5] investigated the existence of a positive solution for the nonlinear fractional problem, and then under the similar conditions X. Zhang, L. Liu and Y. Wu [13] studied the existence of positive solutions of the boundary value problem for a singular fractional differential equation with a negatively perturbed term. More precisely, the authors considered the following problem

$$
\left\{\begin{array}{l}
-D^{\alpha} u(t)=p(t) f(t, u(t))-q(t) \text { in }(0,1) \\
u(0)=u^{\prime}(0)=u(1)=0
\end{array}\right.
$$

where $2<\alpha \leq 3$. The function $p$ is continuous nonnegative on $(0,1)$ and $f$ is in $\mathcal{C}([0,1] \times$ $[0,+\infty),[0,+\infty))$. The perturbed term $q:(0,1) \rightarrow[0,+\infty)$ is Lebesgue integrable and may be singular at some zero measure sets of $[0,1]$.

Under other boundary conditions, X. Zhou, J.-G. Peng and Y.-D. Chu [14] studied the following problem

$$
\left\{\begin{array}{l}
D^{\alpha} u(t)=p(t) f(t, u(t))-q(t) \text { in }(0,1) \\
u(0)=u(1)=u^{\prime}(1)=0
\end{array}\right.
$$

where $2<\alpha \leq 3$. The functions $p$ and $q$ are Lebesgue integrable on $(0,1)$ and $f$ is in $\mathcal{C}([0,1] \times$ $[0,+\infty),[0,+\infty))$.

The existence of positive solutions of a fractional differential equation with a perturbed term, integral boundary and parametric dependence, however, has not been studied previously. In this paper, motivated by $[2,3,13,14]$, we give sufficient conditions for the existence and multiplicity of positive solutions for problem

$$
\left\{\begin{array}{l}
D^{\alpha} u(t)+\mu a(t) f(t, u(t))-q(t)=0 \text { in }(0,1)  \tag{1.1}\\
u(0)=u^{\prime}(0)=\cdots=u^{(n-2)}(0)=0, \quad u(1)=\lambda \int_{0}^{1} u(s) d s
\end{array}\right.
$$

The results derived depend on the positive parameter $\mu$.
The outline of this paper is as follows. In Section 2, we present some preliminaries and lemmas that will be used for the proofs of our main results. The main theorems are presented in Section 3. The final section of the paper contains examples to illustrate our results.

## 2 Preliminaries and lemmas

In this section, we introduce definitions and preliminary facts that will be used throughout this paper. We refer the reader to $[2,6,8]$ for more details.

Definition 2.1. The Riemann-Liouville fractional integral of order $\alpha>0$ for a measurable function $f:(0,+\infty) \rightarrow \mathbb{R}$ is defined as

$$
I^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s, \quad t>0
$$

where $\Gamma$ is the Euler Gamma function, provided that the right-hand side is pointwise defined on $(0,+\infty)$.
Definition 2.2. The Riemann-Liouville fractional derivative of order $\alpha>0$ for a measurable function $f:(0,+\infty) \rightarrow \mathbb{R}$ is defined as

$$
D^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)}\left(\frac{d}{d t}\right)^{n} \int_{0}^{t}(t-s)^{n-\alpha-1} f(s) d s=\left(\frac{d}{d t}\right)^{n} I^{n-\alpha} f(t)
$$

provided that the right-hand side is pointwise defined on $(0,+\infty)$. Here $n=[\alpha]+1,[\alpha]$ denotes the integer part of the real number $\alpha$.

Lemma 2.3. Let $\alpha>0$. Let $u \in \mathcal{C}(0,1) \cap L^{1}(0,1)$. Then
(i) $D^{\alpha} I^{\alpha} u=u$.
(ii) For $\delta>\alpha-1, D^{\alpha} t^{\delta}=\frac{\Gamma(\delta+1)}{\Gamma(\delta-\alpha+1)} t^{\delta-\alpha}$. Moreover, we have $D^{\alpha} t^{\alpha-i}=0, i=1,2, \ldots, n$.
(iii) $D^{\alpha} u(t)=0$ if and only if $u(t)=c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+\cdots+c_{n} t^{\alpha-n}, c_{i} \in \mathbb{R}, i=1,2, \ldots, n$.
(iv) Assume that $D^{\alpha} u \in \mathcal{C}(0,1) \cap L^{1}(0,1)$, then we have

$$
I^{\alpha} D^{\alpha} u(t)=u(t)+c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+\cdots+c_{n} t^{\alpha-n}, \quad c_{i} \in \mathbb{R}, \quad i=1,2, \ldots, n
$$

Now, we give the explicit expression of the Green function for the linear fractional differential equation associated to the problem (1.1).

Lemma 2.4 ([2]). Let $n \geq 3, n-1<\alpha \leq n$ and $\lambda \in(0, \alpha)$. Let $y \in \mathcal{C}([0,1])$. Then the unique solution of the linear fractional differential problem

$$
\left\{\begin{array}{l}
D^{\alpha} u(t)+y(t)=0 \text { in }(0,1)  \tag{2.1}\\
u(0)=u^{\prime}(0)=\cdots=u^{(n-2)}(0)=0, \quad u(1)=\lambda \int_{0}^{1} u(s) d s
\end{array}\right.
$$

is given by

$$
u(t)=\int_{0}^{1} G(t, s) y(s) d s
$$

where for all $t, s \in[0,1]$,

$$
\begin{equation*}
G(t, s)=\frac{t^{\alpha-1}(1-s)^{\alpha-1}(\alpha-\lambda+\lambda s)-(\alpha-\lambda)\left((t-s)^{*}\right)^{\alpha-1}}{(\alpha-\lambda) \Gamma(\alpha)} \tag{2.2}
\end{equation*}
$$

$G(t, s)$ is called the Green function of the boundary value problem (2.1). Here, for $x \in \mathbb{R}, x^{*}=$ $\max (x, 0)$.

Now we recall some properties of the Green function.
Proposition 2.5. Let $n \in \mathbb{N}, n \geq 3, n-1<\alpha \leq n$, and $\lambda \in[0, \alpha)$. Then the function $G$ defined by (2.2) satisfies the following properties:
(i) $G$ is a nonnegative continuous function on $[0,1] \times[0,1]$ and $G(t, s)>0$ for all $t, s \in(0,1)$.
(ii) $G(t, s) \leq \eta K(s)$ for all $t, s \in[0,1]$, where $K(s)=\frac{s(1-s)^{\alpha-1}}{\Gamma(\alpha)}$ and $\eta=\frac{\alpha}{\alpha-\lambda}$.
(iii) $G(t, s) \leq \eta t^{\alpha-1} K_{1}(s)$ for all $t, s \in[0,1]$, where $K_{1}(s)=\frac{(1-s)^{\alpha-1}}{\Gamma(\alpha)}$.
(iv) $G(t, s) \geq \eta \lambda^{*} t^{\alpha-1} K(s) \forall t, s \in[0,1]$, where $\lambda^{*}=\frac{\lambda}{\alpha}$.
(v) If $\theta \in\left(0, \frac{1}{2}\right), s \in[0,1]$, then $\min _{t \in[\theta, 1-\theta]} G(t, s) \geq \gamma K(s)$, where $\gamma=\left(\frac{\theta}{\alpha-1}+\frac{\lambda}{\alpha-\lambda}\right) \theta^{\alpha-1}$.

Proof. The proofs of (i), (ii) and (v) are given in [2]. To prove (iii), we use Lemmas 2.5 and 2.6 in [2]. Assertion (iv) follows immediately from Proposition 2.7 in [2].

Using assertion (ii) of Proposition 2.5, we have the following
Proposition 2.6. Let $q$ be a nonnegative measurable function on $(0,1)$. Then $w(t)=\int_{0}^{1} G(t, s) q(s) d s$ is continuous on $[0,1]$ if and only if $\int_{0}^{1}(1-t)^{\alpha-1} q(t) d t$ converges.

Now we state the following key lemma.
Lemma 2.7. Let $n \geq 3, n-1<\alpha \leq n$ and $0<\lambda<\alpha$. Assume that $(1-t)^{\alpha-1} q(t) \in \mathcal{C}(0,1) \cap L(0,1)$. Then the boundary value problem

$$
\left\{\begin{array}{l}
D^{\alpha} w(t)+q(t)=0 \text { in }(0,1)  \tag{2.3}\\
w(0)=w^{\prime}(0)=\cdots=w^{(n-2)}(0)=0, \quad w(1)=\lambda \int_{0}^{1} w(s) d s
\end{array}\right.
$$

has a unique nonnegative solution $w(t)=\int_{0}^{1} G(t, s) q(s) d s \in \mathcal{C}([0,1])$ satisfying

$$
w(t) \leq \eta \frac{t^{\alpha-1}}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-1}|q(s)| d s
$$

on $[0,1]$.
Proof. First, we will prove that $D^{\alpha} w(t)+q(t)=0$ on $(0,1)$. By Proposition 2.6, we have that $w$ is continuous on $[0,1]$ and so $I^{n-\alpha}|w|$ is bounded on $[0,1]$. Thus, using Fubini's theorem, for each $t \in(0,1)$ we obtain

$$
\begin{equation*}
I^{n-\alpha} w(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{1} \int_{0}^{t}(t-s)^{n-\alpha-1} G(s, \xi) q(\xi) d s d \xi=\int_{0}^{1} H(t, \xi) q(\xi) d \xi \tag{2.4}
\end{equation*}
$$

where

$$
H(t, \xi)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} G(s, \xi) d s
$$

Now, let us find an explicit form of $H(t, \xi)$. Let $t, \xi \in(0,1)$ and $c=(\alpha-\lambda) \Gamma(\alpha) \Gamma(n-\alpha)$, then

$$
c H(t, \xi)=\left\{\begin{array}{cl}
(\alpha-\lambda+\lambda \xi)(1-\xi)^{\alpha-1} \int_{0}^{t}(t-s)^{n-\alpha-1} s^{\alpha-1} d s, \quad 0<t \leq \xi<1 \\
(\alpha-\lambda+\lambda \xi)(1-\xi)^{\alpha-1} \int_{0}^{t}(t-s)^{n-\alpha-1} s^{\alpha-1} d s \\
-(\alpha-\lambda) \int_{\xi}^{t}(t-s)^{n-\alpha-1}(s-\xi)^{\alpha-1} d s, & 0<\xi \leq t<1
\end{array}\right.
$$

Using the fact that for each $a, b \geq 0$ and $p, q>0$,

$$
\int_{a}^{b}(b-\theta)^{p}(\theta-a)^{q} d \theta=\frac{\Gamma(p+1) \Gamma(q+1)}{\Gamma(p+q+2)}(b-a)^{p+q+1}
$$

we get

$$
H(t, \xi)=\frac{1}{(\alpha-\lambda)(n-1)!} \begin{cases}(\alpha-\lambda+\lambda \xi)(1-\xi)^{\alpha-1} t^{n-1}, & 0<t \leq \xi<1  \tag{2.5}\\ (\alpha-\lambda+\lambda \xi)(1-\xi)^{\alpha-1} t^{n-1}-(\alpha-\lambda)(t-\xi)^{n-1}, & 0<\xi \leq t<1\end{cases}
$$

Thus, by (2.4) and (2.5), we obtain

$$
\begin{aligned}
&(\alpha-\lambda)(n-1)!I^{n-\alpha} w(t)= \int_{0}^{t}\left((1-\xi)^{\alpha-1}(\alpha-\lambda+\lambda \xi) t^{n-1}-(\alpha-\lambda)(t-\xi)^{n-1}\right) q(\xi) d \xi \\
& \quad+\int_{t}^{1}(1-\xi)^{\alpha-1}(\alpha-\lambda+\lambda \xi) t^{n-1} q(\xi) d \xi \\
&:=I_{1}(t)+I_{2}(t)
\end{aligned}
$$

From the hypothesis, we deduce that the function $\xi \rightarrow q(\xi)$ is continuous and integrable near 0 and the function $\xi \rightarrow(1-\xi)^{\alpha-1} q(\xi)$ is continuous and integrable near 1 . Hence, $I_{1}$ and $I_{2}$ are integrable on $(0,1)$. So we get, $I_{1}$ and $I_{2}$ are differentiable on $(0,1)$ and for each $t \in(0,1)$ we have

$$
\begin{aligned}
& \frac{d}{d t}\left((n-1)!(\alpha-\lambda) I^{n-\alpha} w(t)\right) \\
& \qquad \begin{array}{l}
=(n-1) \int_{0}^{t}\left((1-\xi)^{\alpha-1}(\alpha-\lambda+\lambda \xi) t^{n-2}-(\alpha-\lambda)(t-\xi)^{n-2}\right) q(\xi) d \xi \\
\\
\quad+(n-1) \int_{t}^{1}(1-\xi)^{\alpha-1}(\alpha-\lambda+\lambda \xi) t^{n-2} q(\xi) d \xi
\end{array}
\end{aligned}
$$

Analogously, using the same arguments as above, we prove that $I^{n-\alpha} w(t)$ is differentiable on $(0,1)$ and for each $t \in(0,1)$ we have

$$
\left(\frac{d}{d t}\right)^{n}\left((n-1)!(\alpha-\lambda) I^{n-\alpha} w(t)\right)=-(n-1)!(\alpha-\lambda) q(t)
$$

Thus

$$
\left(\frac{d}{d t}\right)^{n} I^{n-\alpha} w(t)=-q(t)
$$

So, $D^{\alpha} w(t)+q(t)=0$ for all $t \in(0,1)$.
Next, let us verify the boundary conditions. Using Proposition 2.5(iii), for each $t \in[0,1]$, we have

$$
|w(t)| \leq \eta t^{\alpha-1} \int_{0}^{1} K_{1}(s)|q(s)| d s
$$

which implies that $w(0)=0$.
On the other hand, for each $t \in(0,1)$, we have

$$
\begin{align*}
(\alpha-\lambda) \Gamma(\alpha) w(t)= & \int_{0}^{t}\left((\alpha-\lambda+\lambda s)(1-s)^{\alpha-1} t^{\alpha-1}-(\alpha-\lambda)(t-s)^{\alpha-1}\right) q(s) d s \\
& \quad+\int_{t}^{1}(\alpha-\lambda+\lambda s) t^{\alpha-1}(1-s)^{\alpha-1} q(s) d s \\
:= & J_{1}(t)+J_{2}(t) . \tag{2.6}
\end{align*}
$$

It is clear that $\lim _{t \rightarrow 0} \frac{\left|J_{1}(t)\right|}{t}=0$ and $\lim _{t \rightarrow 0} \frac{\left|J_{2}(t)\right|}{t}=0$. Thus $\lim _{t \rightarrow 0} \frac{w(t)}{t}=0$ and hence $w^{\prime}(0)=0$. Now, using the fact that $J_{1}$ is continuous and integrable near 0 and $J_{2}$ is continuous and integrable near 1, we deduce that $J_{1}$ and $J_{2}$ are differentiable on $(0,1)$ and thus we can take derivatives from both sides of (2.6). So for each $t \in(0,1)$, we have

$$
\begin{aligned}
(\alpha-\lambda) \Gamma(\alpha) w^{\prime}(t)= & (\alpha-1) \int_{0}^{t}\left((\alpha-\lambda+\lambda s)(1-s)^{\alpha-1} t^{\alpha-2}-(\alpha-\lambda)(t-s)^{\alpha-2}\right) q(s) d s \\
& +(\alpha-1) \int_{t}^{1}(\alpha-\lambda+\lambda s) t^{\alpha-2}(1-s)^{\alpha-1} q(s) d s \\
= & L_{1}(t)+L_{2}(t)
\end{aligned}
$$

Since $\lim _{t \rightarrow 0} \frac{\left|L_{1}(t)\right|}{t}=0$ and $\lim _{t \rightarrow 0} \frac{\left|L_{2}(t)\right|}{t}=0$, we deduce that $\lim _{t \rightarrow 0} \frac{w^{\prime}(t)}{t}=0$ and then $w^{\prime \prime}(0)=0$.
In a similar way as above, we prove that $w^{(3)}(0)=\cdots=w^{(n-2)}(0)=0$.
Now, using Fubini's theorem, a simple calculus yields

$$
\begin{aligned}
(\alpha-\lambda) \Gamma(\alpha) \int_{0}^{1} w(t) d t= & \int_{0}^{1}\left((\alpha-\lambda+\lambda s)(1-s)^{\alpha-1} \int_{0}^{s} t^{\alpha-1} d t\right. \\
& \left.+\int_{s}^{1}\left((\alpha-\lambda+\lambda s)(1-s)^{\alpha-1} t^{\alpha-1}-(\alpha-\lambda)(t-s)^{\alpha-1}\right) d t\right) q(s) d s \\
= & \int_{0}^{1} s(1-s)^{\alpha-1} q(s) d s=\frac{(\alpha-\lambda) \Gamma(\alpha)}{\lambda} \int_{0}^{1} G(1, s) q(s) d s
\end{aligned}
$$

which implies that $w(1)=\lambda \int_{0}^{1} w(t) d t$.
Finally, let us prove the uniqueness of the solution. Suppose $w_{1}$ and $w_{2}$ are two continuous solutions on $[0,1]$ of the boundary value problem (2.3). Then we have $D^{\alpha}\left(w_{2}(t)-w_{1}(t)\right)=0$ on $(0,1)$. Thus, by Lemma 2.3 (iii), there exist $c_{1}, \ldots, c_{n} \in \mathbb{R}$ such that

$$
w_{2}(t)-w_{1}(t)=c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+\cdots+c_{n} t^{\alpha-n}
$$

Using the boundary conditions, we find $c_{n}=\cdots=c_{2}=0$. So we get

$$
\begin{equation*}
w_{2}(t)-w_{1}(t)=c_{1} t^{\alpha-1} \tag{2.7}
\end{equation*}
$$

On the other hand, using (2.7), we get

$$
w_{2}(1)-w_{1}(1)=\lambda \int_{0}^{1} w_{2}(t)-w_{1}(t) d t=\frac{\lambda}{\alpha} c_{1}
$$

This implies that $c_{1}=0$. Then $w_{1}=w_{2}$.
In the proofs of our main results we shall use the Guo-Krasnosel'skii fixed point theorem presented below.

Lemma 2.8 ([7]). Let $P$ be the cone of a real Banach space $E$ and let $\Omega_{1}, \Omega_{2}$ be two bounded open balls of $E$ centered at the origin with $\bar{\Omega}_{1} \subset \Omega_{2}$. Suppose that $T: P \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right) \rightarrow P$ is a completely continuous operator such that either
(i) $\|T x\| \geq\|x\|, x \in P \cap \partial \Omega_{1}$, and $\|T x\| \leq\|x\|, x \in P \cap \partial \Omega_{2}$,
or
(ii) $\|T x\| \leq\|x\|, x \in P \cap \partial \Omega_{1}$, and $\|T x\| \geq\|x\|, x \in P \cap \partial \Omega_{2}$,
hold. Then the operator $T$ has at least one fixed point in $P \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$.
Let $E=\mathcal{C}([0,1])$, the Banach space endowed with the supremum norm $\|u\|=\sup _{t \in[0,1]}|u(t)|$. Let $\theta \in\left[0, \frac{1}{2}\right)$, and set $J_{\theta}=[\theta, 1-\theta]$. For a function $b:(0,1) \rightarrow(0,+\infty)$, we denote

$$
\sigma_{b}^{\theta}=\int_{\theta}^{1-\theta} b(t) K(t) d t
$$

Next, define the cone

$$
\Omega=\left\{u \in E: u(t) \geq 0 \text { on }[0,1], u(t) \geq \lambda^{*} t^{\alpha-1}\|u\|\right\}
$$

and for $r>0$, let

$$
\Omega_{r}=\{u \in \Omega:\|x\|<r\}
$$

In the rest of the paper, we suppose that the following assumptions hold:
$\left(\mathrm{H}_{1}\right) q:(0,1) \rightarrow[0,+\infty)$ and $0<\sigma<\infty$, where $\sigma=\int_{0}^{1} q(t) K_{1}(t) d t$.
$\left(\mathrm{H}_{2}\right) a \in \mathcal{C}((0,1),[0+\infty))$ and $0<\sigma_{a}^{0}<\infty$.
$\left(\mathrm{H}_{3}\right) f \in \mathcal{C}([0,1] \times[0,+\infty),[0,+\infty))$.
$\left(\mathrm{H}_{4}\right)$ There exists $t_{0} \in(0,1)$ such that $f\left(t_{0}, u\right)>0$ for each $u \in(0,+\infty)$.
Remark. We note that $\left(H_{1}\right)$ implies $0<\sigma_{q}^{0}<\infty$.
In this work we are concerned with a positive solution of problem (1.1). By a positive solution we mean a function $u \in \mathcal{C}([0,1])$ satisfying (1.1) with $u(t) \geq 0$ for all $t \in[0,1]$ and $u(t)>0$ for all $t \in(0,1]$.

Now, we introduce the following intermediary boundary value problem

$$
\begin{align*}
& \left\{\begin{array}{l}
D^{\alpha} x(t)+\mu a(t) f\left(t,[x(t)-w(t)]^{*}\right)+q(t)=0 \text { in }(0,1) \\
x(0)=x^{\prime}(0)=\cdots=x^{(n-2)}(0)=0, \quad x(1)=\lambda \int_{0}^{1} x(s) d s
\end{array}\right.  \tag{2.8}\\
& \left\{\begin{array}{l}
D^{\alpha} w(t)+2 q(t)=0 \text { in }(0,1) \\
w(0)=w^{\prime}(0)=\cdots=w^{(n-2)}(0)=0, \quad w(1)=\lambda \int_{0}^{1} w(s) d s
\end{array}\right. \tag{2.9}
\end{align*}
$$

where $[x(t)-w(t)]^{*}=\max \{x(t)-w(t), 0\}$ for each $t \in[0,1]$ and $w$ is the unique solution of problem (2.9) given by $w(t)=2 \int_{0}^{1} G(t, s) q(s) d s$.

By Lemma 2.7, the solution $w$ of problem (2.9) satisfies

$$
\begin{equation*}
w(t) \leq 2 \eta \sigma t^{\alpha-1} \quad \forall t \in[0,1] . \tag{2.10}
\end{equation*}
$$

We shall prove that there exists a solution $x(t)$ for the boundary value problem (2.8) with $x(t) \geq$ $w(t)$ for any $t \in[0,1]$ and $x(t)>w(t)$ for any $t \in(0,1)$. In this case, $x(t)-w(t)$ represents a positive solution of the boundary value problem (1.1).

Next, we define the operator $T: E \rightarrow E$ as follows:

$$
\begin{equation*}
T x(t)=\int_{0}^{1} G(t, s)\left(\mu a(s) f\left(s,[x(s)-w(s)]^{*}\right)+q(s)\right) d s \quad \forall t \in[0,1] . \tag{2.11}
\end{equation*}
$$

Lemma 2.9. Suppose that $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{4}\right)$ hold. Then $x \in \mathcal{C}([0,1])$ is a solution of the boundary value problem (2.8) if and only if $x \in \mathcal{C}([0,1])$ is a solution of the integral equation

$$
x(t)=\int_{0}^{1} G(t, s)\left(\mu a(s) f\left(s,[x(s)-w(s)]^{*}\right)+q(s)\right) d s
$$

That is, $x$ is a fixed point of the operator $T$ defined by (2.11).
Proof. The proof is immediate from Lemma 2.4, so we omit it here.
Lemma 2.10. Suppose that $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{4}\right)$ hold. Then $T: \Omega \rightarrow \Omega$ is completely continuous.
Proof. Since $G, f$ are nonnegative continuous functions, using $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right)$ we conclude that $T: \Omega \rightarrow E$ is continuous. Let $x \in \Omega$, then by Proposition 2.5(iv), for all $t \in[0,1]$, it follows that

$$
\begin{aligned}
T x(t) & \geq \eta \lambda^{*} t^{\alpha-1} \int_{0}^{1} K(s)\left(\mu a(s) f\left(s,[x(s)-w(s)]^{*}\right)+q(s)\right) d s \\
& \geq \lambda^{*} t^{\alpha-1} \int_{0}^{1} G(\tau, s)\left(\mu a(s) f\left(s,[x(s)-w(s)]^{*}\right)+q(s)\right) d s \quad \forall \tau \in[0,1]
\end{aligned}
$$

So, for each $t \in[0,1]$, we have

$$
\begin{aligned}
T x(t) & \geq \lambda^{*} t^{\alpha-1} \max _{\tau \in[0,1]}\left\{\int_{0}^{1} G(\tau, s)\left(\mu a(s) f\left(s,[x(s)-w(s)]^{*}\right)+q(s)\right) d s\right\} \\
& =\lambda^{*} t^{\alpha-1}\|T x\|
\end{aligned}
$$

Then $T(\Omega) \subset \Omega$. Now, let $S$ be a bounded set of $\Omega$, then there exists a positive constant $M>0$ such that $\|x\| \leq M$ for all $x \in S$. Therefore, $[x(s)-w(s)]^{*} \leq\|x\| \leq M$.

Let $M_{1}:=\max \left\{1, \max _{t \in[0,1], x \in[0, M]} f(t, x)\right\}$.
From hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right)$ and Proposition 2.5(ii), for all $t \in[0,1]$ and for all $x \in S$, we have

$$
T x(t) \leq \eta \int_{0}^{1} K(s)\left(\mu a(s) f\left(s,[x(s)-w(s)]^{*}\right)+q(s)\right) d s \leq M_{1} \eta\left(\mu \sigma_{a}^{0}+\sigma_{q}^{0}\right)
$$

So we obtain $\|T x\| \leq M_{1} \eta\left(\mu \sigma_{a}^{0}+\sigma_{q}^{0}\right)$. Hence, $T(S)$ is uniformly bounded.
Now, let us prove that $T(S)$ is equicontinuous on $[0,1]$.
Using Proposition 2.5, we obtain that $G$ is uniformly continuous on $[0,1] \times[0,1]$. Then for $t_{1}, t_{2} \in$ $[0,1]$ and for all $s \in[0,1]$, we get

$$
\left|G\left(t_{2}, s\right)-G\left(t_{1}, s\right)\right| \rightarrow 0 \text { as } t_{2} \rightarrow t_{1}
$$

and

$$
\left|G\left(t_{2}, s\right)-G\left(t_{1}, s\right)\right| \leq 2 \eta M_{1}(a(s) K(s)+q(s) K(s))
$$

By $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right), 2 \eta M_{1}(a(s) K(s)+q(s) K(s))$ is a nonnegative integrable function on $(0,1)$. Thus by the Lebesgue control convergence theorem, we obtain

$$
\left|T x\left(t_{2}\right)-T x\left(t_{1}\right)\right| \rightarrow 0 \text { as }\left|t_{2}-t_{2}\right| \rightarrow 0
$$

and so $T(S)$ is equicontinuous. Consequently, by Ascoli's theorem, we conclude that $T(S)$ is relatively compact in $E$. Hence, $T: \Omega \rightarrow \Omega$ is completely continuous. This completes the proof.

## 3 Main results

We shall give the existence results of positive solutions for the nonlinear boundary value problem (1.1).

Theorem 3.1. Suppose that conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{4}\right)$ hold. In addition, suppose that there exists $\theta \in$ ( $0, \frac{1}{2}$ ) such that

$$
f_{\infty}:=\lim _{x \rightarrow \infty}\left\{\min _{t \in J_{\theta}} \frac{f(t, x)}{x}\right\}=\infty
$$

Then there exists $\mu^{*}>0$ such that for every $0<\mu<\mu^{*}$, problem (1.1) has at least one positive solution.

Proof. Choose

$$
r>\frac{2 \eta \sigma}{\lambda^{*}}
$$

Define $\mu^{*}=\frac{r-2 \eta \sigma_{q}^{0}}{M \eta \sigma_{a}^{0}}$, where $M=\max _{t \in[0,1], x \in[0, r]} f(t, x)$, and let $0<\mu<\mu^{*}$.
Then for each $x \in \partial \Omega_{r}$ and $s \in[0,1]$, we have

$$
[x(s)-w(s)]^{*} \leq x(s) \leq\|x\|=r
$$

Therefore, by Proposition 2.5(ii), for any $x \in \partial \Omega_{r}$, we have

$$
T(x)(t) \leq \eta \mu \int_{0}^{1} K(s) a(s) f\left(s,[x(s)-w(s)]^{*}\right) d s+2 \eta \sigma_{q}^{0} \leq \mu \eta M \sigma_{a}^{0}+2 \eta \sigma_{q}^{0} \leq \mu^{*} \eta M \sigma_{a}^{0}+2 \eta \sigma_{q}^{0}=r
$$

So we get

$$
\begin{equation*}
\|T x\| \leq\|x\| \text { for } x \in \partial \Omega_{r} \tag{3.1}
\end{equation*}
$$

Now, if the condition $f_{\infty}=\infty$ holds, then for $A=\frac{2}{\mu \gamma \lambda^{*} \sigma_{a}^{\theta} \theta^{\alpha-1}}$, there exists $B>0$ such that $f(t, x) \geq A x \forall t \in J_{\theta}, \forall x \geq B$.

Define $R=\max \left\{2 r, \frac{2 B}{\lambda^{*} \theta^{\alpha-1}}\right\}$. Then, using (2.10), for any $x \in \partial \Omega_{R}$ and $t \in[0,1]$, we obtain

$$
x(t)-w(t) \geq x(t)-2 \eta \sigma t^{\alpha-1} \geq x(t)-2 \eta \sigma \frac{x(t)}{\|x\|} \geq x(t)\left(1-\frac{2 \eta \sigma}{\lambda^{*} R}\right) \geq \frac{1}{2} x(t) \geq 0
$$

Therefore, we conclude that for all $t \in J_{\theta}$,

$$
[x(t)-w(t)]^{*} \geq \frac{\lambda^{*}}{2} R t^{\alpha-1} \geq \frac{\lambda^{*}}{2} R \theta^{\alpha-1} \geq B
$$

and so for any $x \in \partial \Omega_{R}$ and $t \in J_{\theta}$, we have

$$
\begin{equation*}
f\left(t,[x(t)-w(t)]^{*}\right) \geq A[x(t)-w(t)]^{*} \geq \frac{A}{2} x(t) \tag{3.2}
\end{equation*}
$$

By (3.2) and Proposition 2.5(v), it follows that for any $x \in \partial \Omega_{R}$ and $t \in J_{\theta}$,

$$
T x(t) \geq \mu \gamma \int_{\theta}^{1-\theta} K(s) a(s) f\left(s,[x(s)-w(s)]^{*}\right) d s \geq \frac{\mu \gamma \lambda^{*}}{2} \sigma_{a}^{\theta} \theta^{\alpha-1} A R=R
$$

Then we have

$$
\begin{equation*}
\|T x\| \geq\|x\| \quad \forall x \in \partial \Omega_{R} \tag{3.3}
\end{equation*}
$$

Thus, using (3.1) and (3.3), we deduce by Lemma 2.8 that the operator $T$ has a fixed point in $\overline{\Omega_{R}} \backslash \Omega_{r}$. Therefore, by Lemma 2.9, $x$ is a nonnegative continuous solution of problem (2.8) satisfying

$$
\begin{equation*}
r<\|x\| \leq R \tag{3.4}
\end{equation*}
$$

So we deduce that $x-w$ is a nonnegative continuous solution of problem (1.1).
Now, let us prove that $x-w$ is a positive solution of (1.1), that is, $x(t)-w(t)>0$ for all $t \in(0,1]$. Since $x$ satisfies (3.4), using (2.10) we obtain

$$
x(t)-w(t) \geq t^{\alpha-1}\left(\lambda^{*} r-2 \eta \sigma\right)>0 \quad \forall t \in(0,1] .
$$

Hence, $x-w$ is a positive solution of problem (1.1). This completes the proof.
Theorem 3.2. Suppose that conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{4}\right)$ hold. In addition, assume that the following assertions hold:
$\left(\mathrm{A}_{1}\right)$ there exits $\theta \in\left(0, \frac{1}{2}\right)$ such that $f_{\infty}^{*}:=\lim _{x \rightarrow \infty}\left\{\min _{t \in J_{\theta}} f(t, x)\right\}=\infty$;
$\left(\mathrm{A}_{2}\right) f^{\infty}:=\lim _{x \rightarrow \infty}\left\{\max _{t \in[0,1]} \frac{f(t, x)}{x}\right\}=0$.
Then there exists $\mu^{*}>0$ such that problem (1.1) has at least one positive solution for every $\mu>\mu^{*}$.
Proof. First, suppose that $\left(\mathrm{A}_{1}\right)$ holds, then there exists $R_{0}>0$ such that

$$
f(t, x) \geq \frac{f_{\infty}^{*}}{2} \forall t \in J_{\theta}, \quad \forall x \geq R_{0}
$$

Now, fix $R_{1}>\max \left\{\frac{2 R_{0}}{\lambda^{*} \theta^{\alpha-1}}, \frac{4 \eta \sigma}{\lambda^{*}}\right\}$. Define $\mu^{*}=\frac{2 R_{1}}{\gamma \sigma_{a}^{\theta} f_{\infty}^{*}}>0$ and let $\mu>\mu^{*}$. Then, for each $x \in \partial \Omega_{R_{1}}$ and $t \in[0,1]$, we have

$$
x(t)-w(t) \geq x(t)-2 \eta \sigma t^{\alpha-1} \geq x(t)-\frac{2 \eta}{\lambda^{*}} \sigma \frac{x(t)}{\|x\|} \geq x(t)\left(1-\frac{2 \eta \sigma}{\lambda^{*} R_{1}}\right) \geq \frac{1}{2} x(t) \geq 0
$$

So, for $x \in \partial \Omega_{R_{1}}$ and $t \in J_{\theta}$, we get

$$
[x(t)-w(t)]^{*} \geq \frac{1}{2} x(t) \geq \frac{1}{2} \lambda^{*} \theta^{\alpha-1} R_{1}>R_{0}
$$

Then for any $x \in \partial \Omega_{R_{1}}$ and $t \in J_{\theta}$, we obtain

$$
f\left(t,[x(t)-w(t)]^{*}\right) \geq \frac{f_{\infty}^{*}}{2}
$$

It follows that for any $x \in \partial \Omega_{R_{1}}$ and $t \in J_{\theta}$,

$$
T x(t) \geq \mu \gamma \int_{\theta}^{1-\theta} K(s) a(s) f\left(s,[x(s)-w(s)]^{*}\right) d s \geq \mu \gamma \frac{f_{\infty}^{*}}{2} \int_{\theta}^{1-\theta} K(s) a(s) d s \geq \mu^{*} \gamma \frac{f_{\infty}^{*}}{2} \sigma_{a}^{\theta}=R_{1}
$$

Thus

$$
\|T x\| \geq\|x\| \quad \forall x \in \partial \Omega_{R_{1}}
$$

On the other hand, since $f^{\infty}=0$, for $\varepsilon=\frac{1}{\mu \eta \sigma_{a}^{0}}>0$, there exists $B>0$ such that for each $t \in[0,1]$, $x \geq B$, we have $f(t, x) \leq \varepsilon x$. Therefore, we obtain

$$
f(t, x) \leq M+\varepsilon x \quad \forall t \in[0,1], \quad \forall x \geq 0
$$

where $M=\max _{t \in[0,1], x \in[0, B]} f(t, x)$. Let $M_{1}=\max \{1, M\}$ and choose

$$
R_{2}>\max \left\{2 R_{1}, \mu \eta \sigma_{a}^{0} M_{1}\left(\frac{1}{2}-\mu \sigma_{a}^{0} \eta \varepsilon\right)^{-1}, 2 \eta M_{1} \sigma_{q}^{0}\right\} .
$$

It follows that for any $x \in \partial \Omega_{R_{2}}$ and $t \in[0,1]$,

$$
\begin{aligned}
T x(t) & \leq \mu \eta \int_{0}^{1} K(s) a(s) f\left(s,[x(s)-w(s)]^{*}\right) d s+\eta \sigma_{q}^{0} \\
& \leq \mu \eta M \sigma_{a}^{0}+\mu \eta \varepsilon \int_{0}^{1} K(s) a(s)[x(s)-x(s)]^{*} d s+\eta \sigma_{q}^{0} \leq \mu \eta M_{1} \sigma_{a}^{0}+\mu \eta \sigma_{a}^{0} \varepsilon R_{2}+\eta M_{1} \sigma_{q}^{0} \\
& \leq R_{2}\left(\frac{1}{2}-\mu \sigma_{a}^{0} \eta \varepsilon\right)+\mu \eta \sigma_{a}^{0} \varepsilon R_{2}+\eta M_{1} \sigma_{q}^{0}=\|x\| .
\end{aligned}
$$

So, we get

$$
\|T x\| \leq\|x\| \forall x \in \partial \Omega_{R_{2}}
$$

Thus, by Lemma 2.8, we deduce that the operator $T$ has a fixed point in $\overline{\Omega_{R_{2}}} \backslash \Omega_{R_{1}}$. Therefore, by Lemma 2.9, $x$ is a solution of problem (2.8). Thus, we deduce that $x-w$ is a nonnegative solution of problem (1.1).

The positivity of the solution is shown as in the proof of the previous theorem.
Now we state the multiple existence result.
Theorem 3.3. Assume that $\mu=1$ and $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{4}\right)$ hold. In addition, suppose that the following conditions are satisfied:
$\left(\mathrm{A}_{1}\right)$ there exists $R_{1}>\frac{4 \eta \sigma}{\lambda^{*}}$ such that $f(t, x) \leq \frac{R_{1}-\eta \sigma_{q}^{0}}{\eta \sigma_{a}^{0}} \forall t \in[0,1], x \in\left[0, R_{1}\right]$;
$\left(\mathrm{A}_{2}\right)$ there exists $\theta \in\left(0, \frac{1}{2}\right)$ such that the following assertion holds: $\exists R_{2}>2 R_{1}: \gamma \sigma_{a}^{\theta} f(t, x) \geq R_{2}$ $\forall t \in J_{\theta}, \forall x \in\left[\frac{3}{4} \lambda^{*} \theta^{\alpha-1} R_{2}, R_{2}\right] ;$
$\left(\mathrm{A}_{3}\right) f^{\infty}=\lim _{x \rightarrow \infty}\left\{\max _{t \in[0,1]} \frac{f(t, x)}{x}\right\}=0$.

Then problem (1.1) has two positive solutions.
Proof. First, suppose that condition $\left(\mathrm{A}_{1}\right)$ holds, then for each $x \in \partial \Omega_{R_{1}}$ and $t \in[0,1]$, we have

$$
[x(s)-w(s)]^{*} \leq x(s) \leq R_{1} \text { and }[x(s)-w(s)]^{*} \geq \frac{1}{2} x(s) \geq 0
$$

So, for each $x \in \partial \Omega_{R_{1}}$ and $t \in[0,1]$,

$$
f\left(t,[x(t)-w(t)]^{*}\right) \leq \frac{R_{1}-\eta \sigma_{q}^{0}}{\eta \sigma_{a}^{0}}
$$

Therefore, for any $x \in \partial \Omega_{R_{1}}$ and $t \in[0,1]$, we get

$$
T x(t) \leq \eta \int_{0}^{1} K(s) a(s) f\left(s,[x(s)-w(s)]^{*}\right) d s+\eta \sigma_{q}^{0} \leq \eta \sigma_{a}^{0}\left(\frac{R_{1}-\eta \sigma_{q}^{0}}{\eta \sigma_{a}^{0}}\right)+\eta \sigma_{q}^{0}=\|x\|
$$

Thus, we have

$$
\begin{equation*}
\|T x\| \leq\|x\| \quad \forall x \in \partial \Omega_{R_{1}} \tag{3.5}
\end{equation*}
$$

On the other hand, if $\left(\mathrm{A}_{2}\right)$ holds, it follows that for $R_{2}>2 R_{1}$ and $x \in \partial \Omega_{R_{2}}, t \in[0,1]$,

$$
x(t)-w(t) \geq \lambda^{*} t^{\alpha-1} R_{2}-2 \eta \sigma t^{\alpha-1} \geq \lambda^{*} t^{\alpha-1} R_{2}-\frac{1}{2} \lambda^{*} t^{\alpha-1} R_{1} \geq \frac{3 \lambda^{*}}{4} t^{\alpha-1} R_{2}
$$

Thus, for all $x \in \partial \Omega_{R_{2}}$ and $t \in J_{\theta}$, we have

$$
x(t)-w(t) \geq \frac{3}{4} \lambda^{*} \theta^{\alpha-1} R_{2}
$$

Therefore, for all $x \in \partial \Omega_{R_{2}}$ and $t \in J_{\theta}$, we get

$$
\gamma \sigma_{a}^{\theta} f(s,[x(s)-w(s)]) \geq R_{2}
$$

So, for any $x \in \partial \Omega_{R_{2}}$ and $t \in J_{\theta}$, we obtain

$$
T x(t) \geq \gamma \int_{\theta}^{1-\theta} K(s) a(s) f\left(s,[x(s)-w(s)]^{*}\right) d s \geq \gamma \sigma_{a}^{\theta} \frac{R_{2}}{\gamma \sigma_{a}^{\theta}}=R_{2}
$$

Thus,

$$
\begin{equation*}
\|T x\| \geq\|x\| \quad \forall x \in \partial \Omega_{R_{2}} \tag{3.6}
\end{equation*}
$$

Now, hypothesis $\left(\mathrm{A}_{3}\right)$ implies that for $\varepsilon=\frac{1}{\eta \sigma_{a}^{0}}$, there exists $B>0$ such that $f(t, x) \leq \varepsilon x \forall x \geq B$. Therefore, we obtain

$$
f(t, x) \leq M+\varepsilon x \quad \forall t \in[0,1], \quad x \geq 0
$$

where $M=\max _{t \in[0,1], x \in[0, B]} f(t, x)$. Put $M_{1}=\max \{1, M\}$ and choose

$$
R_{3}>\max \left\{2 R_{2}, \eta \sigma_{a}^{0} M_{1}\left(\frac{1}{2}-\sigma_{a}^{0} \eta \varepsilon\right)^{-1}, 2 \eta M_{1} \sigma_{q}^{0}\right\}
$$

Then for any $x \in \partial \Omega_{R_{3}}$ and $t \in[0,1]$, we have

$$
\begin{aligned}
& T x(t) \leq \eta \int_{0}^{1} K(s) a(s) f\left(s,[x(s)-w(s)]^{*}\right) d s+\eta \sigma_{q}^{0} \\
& \leq \eta M \sigma_{a}^{0}+\mu \eta \varepsilon \int_{0}^{1} K(s) a(s)[x(s)-x(s)]^{*} d s+\eta \sigma_{q}^{0} \leq \eta M_{1} \sigma_{a}^{0}+\eta \sigma_{a}^{0} \varepsilon R_{3}+\eta M_{1} \sigma_{q}^{0} \\
& \quad \leq R_{3}\left(\frac{1}{2}-\sigma_{a}^{0} \eta \varepsilon\right)+\eta \sigma_{a}^{0} \varepsilon R_{3}+\eta M_{1} \sigma_{q}^{0}=\|x\|
\end{aligned}
$$

So, we get

$$
\begin{equation*}
\|T x\| \leq\|x\| \quad \forall x \in \partial \Omega_{R_{3}} . \tag{3.7}
\end{equation*}
$$

Therefore, due to Lemma 2.8 and using (3.5), (3.6) and (3.7), we deduce that the operator $T$ has two fixed points $x_{1}$ and $x_{2}$, respectively, in $\overline{\Omega_{R_{2}}} \backslash \Omega_{R_{1}}$ and $\overline{\Omega_{R_{3}}} \backslash \Omega_{R_{2}}$. Therefore, by Lemma 2.9, problem (2.8) admits two nonnegative solutions $R_{1}<\left\|x_{1}\right\|<R_{2}<\left\|x_{2}\right\|<R_{3}$. Thus, problem (1.1) has two nonnegative solutions. The positivity of the solutions is shown in the same manner as in proving Theorem 3.1.

## 4 Examples

In this section, we present some examples illustrating our results. We remark that by the following examples it can immediately be verified that conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{4}\right)$ hold.

Example 4.1. We consider the following nonlinear fractional differential equations

$$
\left\{\begin{array}{l}
D^{\frac{5}{2}} u(t)+\mu \frac{1}{t}(u(t))^{2}-\frac{1}{1-t}=0 \text { in }(0,1)  \tag{4.1}\\
u(0)=u^{\prime}(0)=0, \quad u(1)=\int_{0}^{1} u(s) d s
\end{array}\right.
$$

Let $f(t, u)=u^{2}, a(t)=\frac{1}{t}, \lambda=1$ and $q(t)=\frac{1}{1-t}$. By a direct calculation, we obtain $f_{\infty}=\infty$ for any $\theta \in\left(0, \frac{1}{2}\right)$. We also get $\sigma_{a}^{0} \approx 0.3009, \sigma_{q}^{0} \approx 0.2006$ and $\sigma=0.5015$. Choose $r=5$, then by a simple calculation we get $\mu^{*}=0.34547$. Then by Theorem 3.1, problem (4.1) has at least one positive solution for every $0<\mu<0.34547$.

Example 4.2. Consider the following boundary value problem

$$
\left\{\begin{array}{l}
D^{\frac{7}{3}} u(t)+\mu \frac{1}{t}\left(100+\frac{1}{1+\sqrt{u}}\right)-\frac{1}{1-t}=0 \text { in }(0,1)  \tag{4.2}\\
u(0)=u^{\prime}(0)=0, \quad u(1)=\int_{0}^{1} u(s) d s
\end{array}\right.
$$

Let $f(t, u)=100+\frac{1}{\sqrt{u}+1}, a(t)=\frac{1}{t}$ and $q(t)=\frac{1}{1-t}$. By a direct calculation, we obtain $f^{\infty}=0$ and for $\theta=\frac{1}{4}$ we have $f_{\infty}^{*}=100$. We also obtain $\sigma_{a}^{0} \approx 0.35995, \sigma_{q}^{0} \approx 0.26996, \sigma \approx 0.62991$ and $\sigma_{a}^{\theta} \approx 0.16979$. Choose $R_{1}=50$ and $R_{2}=102$. A simple calculation yields $\mu^{*}=39.889$. So Theorem 3.2 ensures the existence of a solution of problem (4.2) such that $50<\|u+w\|<102$ for every $\mu>39.889$.

Example 4.3. Consider the following boundary value problem:

$$
\left\{\begin{array}{l}
D^{\frac{7}{3}} u(t)+\mu \frac{1}{t} f(t, u)-\frac{1}{1-t}=0 \text { in }(0,1)  \tag{4.3}\\
u(0)=u^{\prime}(0)=0, \quad u(1)=\int_{0}^{1} u(s) d s
\end{array}\right.
$$

where

$$
f(t, u)= \begin{cases}\frac{1}{3} u, & 0 \leq u \leq 12 \\ 10000 u-119996, & 12<u \leq 13.78 \\ u+17790.3, & 13.78<u \leq 50 \\ 2523 u^{\frac{1}{2}}, & u>50\end{cases}
$$

Then problem (4.3) admits two positive solutions. In fact, let $a(t)=\frac{1}{t}$ and $q(t)=\frac{1}{1-t}$. By a direct calculation, we get $\sigma_{a}^{0} \approx 0.35995, \sigma_{q}^{0} \approx 0.26996$ and $\sigma \approx 0.62991$. Choose $R_{1}=12>\frac{4 \eta \sigma}{\lambda^{*}}$, then for
any $t \in[0,1], u \in[0,12], f(t, u) \leq \frac{R_{1}-\eta \sigma_{q}^{0}}{\eta \sigma_{a}^{0}} \approx 18.3$. Thus condition $\left(\mathrm{A}_{1}\right)$ is satisfied. On the other hand, for $\theta=\frac{1}{4}$, we have $\sigma_{a}^{\theta} \approx 0.16979$. Take $R_{2}=50$, then $R_{2}>2 R_{1}$ and for any $t \in J_{\theta}$ and for all $u \in\left[\frac{3}{4} \lambda^{*} \theta^{\alpha-1} R_{2}, R_{2}\right]$, we have $f(t, u) \geq \frac{R_{2}}{\gamma \sigma_{a}^{\theta}} \approx 1994.5$ which implies that condition $\left(\mathrm{A}_{2}\right)$ is satisfied.

Finally, since $f^{\infty}=0$, the assertion $\left(\mathrm{A}_{3}\right)$ is satisfied. Consequently, by Theorem 3.3, problem (4.3) admits two positive solutions $u_{1}$ and $u_{2}$ satisfying

$$
R_{1} \leq\left\|u_{1}+w\right\| \leq R_{2} \leq\left\|u_{2}+w\right\| \leq R_{3}
$$
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