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Abstract. The paper deals with the three-dimensional Dirichlet bo-
undary-value problem (BVP) of piezo-elasticity theory for anisotropic in-
homogeneous solids and develops the generalized potential method based
on the localized parametrix method. Using Green’s integral representa-
tion formula and properties of the localized layer and volume potentials we
reduce the Dirichlet BVP to the localized boundary-domain integral equa-
tions (LBDIE) system. The equivalence between the Dirichlet BVP and the
corresponding LBDIE system is studied. We establish that the obtained lo-
calized boundary-domain integral operator belongs to the Boutet de Monvel
algebra and with the help of the Wiener—Hopf factorization method we in-
vestigate corresponding Fredholm properties and prove invertibility of the
localized operator in appropriate function spaces.
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1. INTRODUCTION

We consider the three-dimensional Dirichlet boundary-value problem
(BVP) of piezo-elasticity for anisotropic inhomogeneous solids and develop
the generalized potential method based on the localized parametriz method.

Due to great theoretical and practical importance, problems of piezo-
elasticity became very popular among mathematicians and engineers (for
details see, e.g., [26]-[34], [42], [50]).

The BVPs and various type interface problems of piezo-elasticity for ho-
mogeneous anisotropic solids, i.e., when the material parameters are con-
stants and the corresponding fundamental solution is available in explicit
form, by the usual classical potential methods are investigated in [4]-[9], [41].
Unfortunately this classical potential method is not applicable in the case
of inhomogeneous solids since for the corresponding system of differential
equations with variable coefficients a fundamental solution is not available
in explicit form in general.

Therefore, in our analysis we apply the so-called localized parametriz
method which leads to the localized boundary-domain integral equations
system.

Our main goal here is to show that solutions of the boundary value prob-
lem can be represented by localized potentials and that the corresponding
localized boundary-domain integral operator (LBDIO) is invertible, which
seems very important from the point of view of numerical analysis, since
they lead to very convenient numerical schemes in applications (for details
see [37], [43], [46]-[49]).

To this end, using Green’s representation formula and properties of the
localized layer and volume potentials, we reduce the Dirichlet BVP of piezo-
elasticity to the localized boundary-domain integral equations (LBDIE) sys-
tem. First we establish the equivalence between the original boundary value
problem and the corresponding LBDIE system which proved to be a quite
nontrivial problem and plays a crucial role in our analysis. Afterwards we
establish that the localized boundary domain matrix integral operator gen-
erated by the LBDIE belongs to the Boutet de Monvel algebra and with the
help of the Vishik—Eskin theory, based on the factorization method (Wiener—
Hopf factorization method), we investigate Fredholm properties and prove
invertibility of the localized operator in appropriate function spaces.

Note that the operator, generated by the system of piezo-elasticity for
inhomogeneous anisotropic solids, is second order nonself-adjoint strongly
elliptic partial differential operator with variable coefficients. In [21], the
LBDIE method has been developed for the Dirichlet problem in the case of
self-adjoint second order strongly elliptic systems with variable coefficients,
while the same method for the case of scalar elliptic second order partial
differential equations with variable coefficients is justified in [11]-[20], [38].
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2. REbucTION TO LBDIE SYSTEM AND THE EQUIVALENCE THEOREM

2.1. Formulation of the boundary value problem and localized
Green’s third formula. Consider the system of static equations of piezo-
electricity for an inhomogeneous anisotropic medium [42]:

Az, 0,) U+ X =0,

where U := (u1,us,u3,us) ", u = (u1,us,uz)’ is the displacement vector,
uy = ¢ is the electric potential, X = (X1, Xo, X35, X4) T, (X1, X2, X3)" is a
given mass force density, X4 is a given charge density, A(z, d,) is a formally
nonself-adjoint matrix differential operator

Az, 0,) = [Ajk(fzr,am)hX4 =
[0i(cijin(2)D0)] 55 [0ilerij (2)D0)] 5,4
[ — 8Z(elkl(x)8l)] 1x3 61(511(@31) s )

where 0, = (01,02,03), 9; = 0;; = 0/0x;. Here and in what follows by
repeated indices summation from 1 to 3 is meant if not otherwise stated.

The variable coeflicients involved in the above equations satisfy the sym-
metry conditions:

o0 o0 oo
Cijkl = Cjikl = Chiij € C°, eijr = ey € C°, €45 = €5 € C°,
i ik l=1,2,3.

In view of these symmetry relations, the formally adjoint differential oper-
ator A*(z, 0, ) reads as

A (2,05) = [Afi(@,00)] 4 =
[0i (cijin(2)D)] 5, 4 [ — Oi(ers; (x)D0)] 5, ,
[0i(eart(x)D)] |, 4 di(ei(x)0)
Moreover, from physical considerations it follows that (see, e.g., [42]):
Cight(2)&ij€m = co&ij&ij for all & = ;i € R, (2.1)
ij(x)mim; =cimim; for all = (n1,m9,7m3) € R?, (2.2)

where ¢y and ¢y are positive constants.
With the help of the inequalities (2.1) and (2.2) it can easily be shown
that the operator A(x,d,) is uniformly strongly elliptic, that is,

Re A(2,6)¢ - ¢ = c|¢?|¢)? for all € € R® and for all ¢ € C*, (2.3)

where A(z,§) is the principal homogeneous symbol matrix of the operator
A(x,0,) with opposite sign:

A,€) = [A@.6)],., =
lcijun(@)&&1]) 5ps  [enii(@)&i&] 5,
[ — e ()&i&] |, gi(2)&i&

4x4

(2.4)

4x4
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Here and in what follows a - b denotes the scalar product of two vectors
4 _
a,beCha-b= 3 ajb;.
j=1

In the theory of piezoelasticity the components of the three-dimensio-
nal mechanical stress vector acting on a surface element with a normal
n = (ny,n2,n3) have the form

0N = CijieniOjuy + e n;Ojp for j=1,2,3,

while the normal component of the electric displacement vector (with op-
posite sign) reads as

—Din; = —eipniOuy + €54n; 0.

Let us introduce the following matrix differential operator

T =T(z,0,) = |T; (x78m)]4x4 =
[Cijlk(ﬂf)nial] 3x3 [elij (x)nial} 31

[ — eima(x)nidy] |, i (z)n;0,

4x4

For a four-vector U = (u, )" we have
T
TU = (0’1‘1’]11', 02N, 03N, 7D17’L1) . (25)
Clearly, the components of the vector 7U given by (2.5) have the following
physical sense: the first three components correspond to the mechanical
stress vector in the theory of electro-elasticity, and the forth one is the
normal component of the electric displacement vector (with opposite sign).
In Green’s formulae there also appear the following boundary operator
associated with the adjoint differential operator A*(z,d;):
T =T(z,0:) = [Tjn(z,0:)]

4x4 T

- lcijie(@)nidi] 4 [ — ewij(x)nidi] .,
leirt()nidh] | eir(2)ni0y s

Further, let Q = Q1 be a bounded domain in R? with a simply connected
boundary 90 = S € O, Q = QUS. Throughout the paper n = (n1,na,n3)
denotes the unit normal vector to S directed outward with respect to the
domain Q. Set Q™ :=R3\ Q.

By H"(Q2) = H3(Q) and H"(S) = HJ(S), r € R, we denote the Bessel
potential spaces on a domain {2 and on a closed manifold S without bound-
ary, while D(R?) stands for C* functions in R? with compact support and
S(R3?) denotes the Schwartz space of rapidly decreasing functions in R3.
Recall that H°(Q) = Ly(Q) is a space of square integrable functions in Q.

For a vector U = (uy,us,us,us)' the inclusion U = (uy, us, us,us)' €
H" means that all components u;, j = 1,4, belong to H".

Let us denote by Ut = {U}* and U~ = {U}~ the traces of U on S from

the interior and exterior of §2, respectively.
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We also need the following subspace of H({2):
HYO(Q; A) = {U = (uy,us, uz,ug) | € HY(Q): A(z,9)U € HO(Q)}.

Assume that the domain € is filled with an anisotropic inhomogeneous
piezoelectric material.
The Dirichlet boundary-value problem reads as follows:

Find a vector-function U = (u, )" = (uy,ug,us,us)’ € HYO(Q, A) satis-
fying the differential equation

Az, 0,)U = f in Q (2.6)
and the Dirichlet boundary condition
Ut =&, on S, (2.7)

where &g = (o1, Pog, Pos, Pos) T € HY2(S) and f = (f1,f2, f3,f2)" €
Lo(Q) are given vector-functions.

The equation (2.6) is understood in the distributional sense, while the
Dirichlet-type boundary condition (2.7) is understood in the usual trace
sense.

For arbitrary complex-valued vector-functions U = (uy,us,us, uq) ' €
H%(Q) and V = (v1,v2,v3,v4)" € H%(Q), we have the following Green’s
formulae [8]:

/ (A(e,0)0 -V + B, V)] do = / (TUY* - {V}+dS, (2.8)
Q S
Az, 0,)U -V —U - A*(x,0,)V| dx =
i |
_ / [(Tuyt - vy -y (Tvy*] s, (2.9)
S

where
E‘(U7 V) = Cijlkaiuj'alvk + €lij (8,-uj8w4 — 81114(911}]' ) + EjlajU4alU4 (2.10)

with u = (uq,us, U3)T and v = (’Uh’UQ,’U?,)T, and the overbar denotes com-
plex conjugation.

Note that the above Green’s formulae can be generalized, by a stan-
dard limiting procedure, to Lipschitz domains and to vector—functions U €
HY(Q) and V € HY(Q) with A(z,0,)U € La(Q) and A*(x,0,)V € La(1Q).

With the help of Green’s formula (2.8) we can determine a general-
ized trace vector TYU = {TU}t € H1/2(09) for a vector-function U €
HYO0(Q; A) (cf. [39))

<T+U,V+>BQ ::/A(a,T)U-de—I—/E(U,V) dx, (2.11)
Q Q
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where V € H(Q) is an arbitrary vector-function.
Here the symbol (-, -)s denotes the duality between the function spaces
H~Y2(S) and H'/?(S) which extends the usual Ly-scalar product

N
(ha)s= [ Y f7d tor g € [La(S))".
g J=1

Remark 2.1. From the conditions (2.1) and (2.2) it follows that for com-
plex-valued vector-functions the sesquilinear form E(U, V') defined by (2.10)
satisfies the inequality

Re E(U,U) > c(si;55; + ;1) YU = (ur,uz,uz,us)’ € H(Q)

with s;; = 271 (9;u;(x) + djui(z)), nj = djus(x), where c is a positive
constant. Therefore Green’s first formula (2.8) and the Lax-Milgram lemma
imply that the above formulated Dirichlet BVP is uniquely solvable in the
space H10(Q; A) (see, e.g., [25], [35], [36]).

As it has already been mentioned, our goal here is to develop a gener-
alized potential method and justify the LBDIE approach for the Dirichlet
boundary value problem.

Define a localized matrix parametriz corresponding to the fundamental
solution function Fj(x) := —[4x|x|]~! of the Laplace operator, A = 9% +
03 + 03,

P(z) = Py(z) := Fy(z)] =

x(@) .
= Fi(x)] = - I with =1, (2.12
@R @) =~ 50 T with x(0) =1, (212)
where F, (z) := x(z)Fi(x), I is the unit 4 x 4 matrix, while x is a localizing
function (see Appendix A)

xeXE, k>3 (2.13)

Throughout the paper we assume that the condition (2.13) is satisfied and
x has a compact support if not otherwise stated.

Denote by B(y, €) a ball centered at the point y and radius € > 0 and let
Y(y,e) := 0B(y,¢).

In Green’s second formula (2.9), let us take in the role of V' (z) successively
the columns of the matrix P(x — y), where y is an arbitrarily fixed interior

point in €2, and write the identity (2.9) for the region Q. := Q\ B(y, ) with

e > 0 such that B(y,e) C Q. Keeping in mind that P (z —y) = P(z — y),
we arrive at the equality

/ [P~ ) A@.0,)U(2) ~ [A*(2.0,)Pa )] U (x)] do =

Q.

— [ [P~ (T @0U@) "~ {T(@.0.)P - 1)} (U@)"] ds-
S
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f/[P(xfy) (2,0:)U(2)~{T(2,0,) P(e—y)} Ul@)] dS(y.e). (214)
S(y,e)

The direction of the normal vector on ¥(y, €) is chosen as outward.
It is clear that the operator

AU(y) == lim | [A*(z,0,)P(z —y)] TU(x) dx =

£—

Qe

— v.p. / [A%(2,0,)P(x —y)] ' U(z)dz  (2.15)
Q

is a singular integral operator, “v.p.” means the Cauchy principal value
integral. If the domain of integration in (2.15) is the whole space R3, we
employ the notation AU = AU, i.e.,

AU(y) == v.p. / [4*(2,0,) Pz — )] "U(x) da.

]RS
Note that
0? 1 47y 0? 1
E—_— ) 2.1
Ox;0x; |x — y| 3 (@=y)+vp. Ox;0x lz —y|’ (2.16)

where 0;; is the Kronecker delta, while §( - ) is the Dirac distribution. The
left-hand side in (2.16) is understood in the distributional sense. In view of
(2.12) and (2.16), and taking into account that x(0) = 1 we can write the
following equality in the distributional sense

[A*(2,0,) P(x —y)f =

[aii (C””@(

8%[
[ B 8(21 (el” (%Ul
52F

P, Lo (e 225
)Lxs 31’ (gil(x) %Z_y)) 4x4
]

Y)

0?F\ (z —y}
1x3

{C”lk( 63: 83:5 3x3 [elkl( ) Ox;0x,

O*F\(z — O*°F\(z —y)
[ etij () 0x,0x; ]3x1 e () Ow;0x; Axd
[8Cijlk(x) OF, (z — y)} [aem(x) OF, (z — y)}
I &Tl 6Il 3x3 31‘7 8:1:1 1x3 .
[ _ Oeysj (x) OF(z — y)] Oey(x) OF(z —y)
ox; oz 3x1 ox; dx; Ax4

i@k (z,9)] 5,05 leim(@)kalz, )],
= +

[ elij(l')kil(ﬂ%y)}gxl ga(x)ka(z,y) s
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{acijlk(x) OF\(z — y)} [8eikl(m) OF, (z — y)}
3562' 8xl 3x3 8Iz 8:1:1 1x3

[ Beusle) Oy (e —y)) deulz) IF,(z — y)
ox; oz 3x1 dx; oz 4x4

where
(51' 82F xXr —
ki(z,y) = ?l 6(z —y) +Vv.p. 75;;(-31:1 v) =
041 1 0? 1
= — 5 _ —_ — . , —_—
3 (@=y) Ar P Ox;0x; |x — y
1 9 x-y -1

4w Oxdr; |z —y

+mil(m7y)a

mil(z7 y) =

Therefore,

[A*(z,0,) Pz —y)] | =

=b(z)d(z —y) + v.p. [A*(x, 9)P(x — y)] T_

1
=b(z)é(x —y) + R(z,y) — P
H? 1 0? 1

[Cijlk(x) Ox;0x; |x—y|}3x3 [eikl(m) 0x10; |x—y|}3x1
XV.p. —

(e o ] )
i tij Ox;0x; |x—y|lix3 * 0x;0x; |x—y| 4x4

1
= b(@)o(e —y) + RO (2.) - x
- 82 1 82 1
(cisur (9) 0r;0x, |93—2/|}3x3 [eikl(y) Oz 0z |93—2J|Lxl
Ox;0x; |x—yll1x3 Ox;0r |z —y| 4x4

XV.p. , (2.17)

— Clij (y) ei(y)

where

(2.18)

1 [Cljlk:(-%')]SxS lew(2)]3x1
b(z) := 3 L 1“4»

*ellj(l')]le eu(w)
Riz.y) - l [Cijlk(x)mil($> y)]?,xg [eikl(x)mil(xy y)] 1X3]
Y [_ elij(x)mil(xay)}gxl ea(x)ma(x,y) ixd
{8cijlk(x) OF, (x — y)} [aeikl(x) OF (x — y)}
N ox; Oz 3x3 ox; oxy 1x3
[ 3 Oeyij(x) OF (x — y)} Oey(z) OF (x —y) ’
ox; ox; 3x1 ox; ox; Axd
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R (z,y) = R(z,y)—
0? 1 02 1
e @9) g gt | =99 Fmm gt
4r o2 1 2 1
| U i e B
cijik(2,y) = cijin(x) — cijie(y),
elij(T,y) = ej(x) — e (y),
ei(x,y) = eulr) — eu(y).
Clearly, the entries of the matrix-functions R(z,y) and R (z,y) possess
weak singularities of type O(|z — y|=2) as © — y. Therefore we get

v.p. AT (z,0,)P(x —y) = R(x,y)+

[ 02 1 0? 1
N 1 [_cijlk(aj) Ox;0x; \x—y\Lx:’, [elij($) 0x;0x; |x—y|}3x1
v.p. — )
Pin e )2 1 } ey 1
i ikl Ox;0x; |lx—y|lix3 i O0zi0x; |x—y| |44
vp. AT (2,0,)P(z —y) = RV (z,y)+ (2.19)
I 0? 1 9? 1
N 1 [_Cijlk(y) Ox;0x; |x—y|}3x3 {e”j(y) 0x,0x; \J;—y\]sm
vV.p.—
" [—emly) 7o =] —euly) o ——
i Y Ox;0x; |[x—y|lix3s aly 0z;0x; |x—y| | 404
Further, by direct calculations one can easily verify that
liII(l) Pz —y)T (z,0,)U(z) dE(y,e) = 0, (2.20)
E—
(y,e)
. ~ T
iy [ {T@0,)Pe )} V@) e -
(y,e)

1 [[[Cijlk(y)ninl]Bxg [eikl(y)nlni]3x1] 4=, Uly) =

4”21 — erij(Y)nim) 4 ea(y)mim
1 [Ciﬂk ) 4%6”]3>Q {eikl(w 47;6ll}3><1 Uly)
= et 0] culy) T y
* 3 Jixs ' 3 Axd
=b(y)U(y), (2.21)

where % is a unit sphere, n = (91, 72,73) € X1, and b is defined by (2.18).
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Passing to the limit in (2.14) as ¢ — 0 and using the relations (2.15),
(2.20), and (2.21) we obtain

b(y)U(y) + AU(y) = V(T U)(y) + W(U)(y) =
=P(A(2,0.)U)(y), y€Q, (2:22)
where A is the localized singular integral operator given by (2.15), while V|

W, and P are the localized single layer, double layer, and Newtonian volume
vector-potentials:

V(o)) = / P(z — y)g(z) dS.. (2.23)
W(g)(y) = / [7(x,0.)P(z — )] g(x) S

S
P(h)(y) := /P(x —y)h(z)dz. (2.24)
Q

Here the densities g and h are four dimensional vector-functions.
Let us also introduce the scalar volume potential

P i= [ Fyle - pue)do (2.25)
Q

with p beeing a scalar density function.
If the domain of integration in the Newtonian volume potential (2.24) is
the whole space R?, we employ the notation Ph = Ph, i.e.,

P(h)(y) == /P(:c —y)h(z) dx.
R3
Mapping properties of the above potentials are investigated in [14].

We refer to the relation (2.22) as Green’s third formula. Tt is evident that
by a standard limiting procedure we can extend Green’s third formula to
functions from the space H>%(€, A). In particular, it holds true for solutions
of the above formulated Dirichlet BVP. In this case, the generalized trace
vector 71U is understood in the sense of the definition (2.11).

For U = (uy,...,us) € H(Q) one can easily derive the following relation

AU(y) = =b(y)U(y) = W(U)(y) + QU(y), Yy €, (226)
where
0 [[Pleijudiun) (y) + Pleadius) (1)) 5,
O | —Pler;iuy)(y) + Pleudius) ()
and P is defined in (2.25).
In what follows, in our analysis we need explicit expression of the prin-

cipal homogeneous symbol matrix &(A)(y, ) of the singular integral oper-
ator A. This matrix coincides with the Fourier transform of the singular

QU (y) : (2.27)

4x1
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matrix kernel defined by (2.19). Let F denote the Fourier transform oper-
ator,

Foelg] = / 9(2)ei" ¢ dz,

RB
and set
0% 1
h; =V.p.— —,
&) =V e T

hat(€) = Farg(hu(2)), i,1=1,2,3.

In view of (2.16) and taking into account the relations F,_¢6(z) = 1 and
Fooe(|2|71) = 4m|€] 72 (see, e.g., [23]), we easily derive

- Aéy; 0?2 1

hal€) = Famelha(2)) = Foose (T3 002) + o 1) =
Azl . 1 dmdy  An&&
=3 + (=i&)(—i&) ZHE<| |) 3 HE

Now, for arbitrary y € Q and ¢ € R3\ {0}, due to (2.19) we get

[cijie@hia(2)]y, 5 [ @)hi(2)] s,

—euj<y>hiz<z>]1xg bl ] -

1 [ ol (@R,

dm [*elm( 5)}”3 —ca(y)ha(€
1 [ len@é&] s, lem(y

- R l [—esW&&] s caly)&s

Ay, §) — b(y), (2.28)

Sy, ) = - Fee [[

|§|2

where A(y, &) is the matrix defined in (2.4), while b(y) is given by (2.18).

As we see the entries of the symbol matrix G(A)(y, &) of the operator A
are even rational homogeneous functions in £ of order 0. It can be easily
verified that both the characteristic function of the singular kernel in (2.17)
and the Fourier transform (2.28) satisfy the Tricomi condition, i.e., their
integral averages over the unit sphere vanish (cf. [40]).

Denote by £y the extension operator by zero from €2 onto Q7. It is evident
that for a function U € H*(2) we have

(AU)(y) = (ALU)(y) for ye Q.

Now we rewrite Green’s third formula (2.22) in a more convenient form for
our further purposes

[b+AJU(y) =V (T u)(y)+W (U )(y) =P (A(z,0,)U) (y), yeQ. (2.29)
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The relation (2.28) implies that the principal homogeneous symbols of the
singular integral operators A and b 4+ A read as

S(A)(y,6) = €] °A(y,€) = b(y) Yy e Q, VEe R\ {0}, (2.30)
S(b+A)(y,6) = €] *A(y,€) Yy e, VEe R\ {0} (2:31)
It is evident that the symbol matrix (2.31) is strongly elliptic due to (2.3),
ReS(b+A)(y,€)¢ ¢ = €] ?Re A(y, )¢ - ¢ = ¢[¢]?
VycQ, VEe R\ {0}, V(eC?

where ¢ is the same positive constant as in (2.3).
From the decomposition (2.17) and the equality (2.28) it follows that
(see, e.g., [2], [25, Theorem 8.6.1])

ro, Aly: HY(Q) — HY(Q),

since the symbol (2.30) is rational and the operators with the kernel func-
tions either R(z,y) or Ry(z,y) maps H*(Q) into H2(Q) for x € X? (cf. [14,
Theorem 5.6]). Here and throughout the paper r,, denotes the restriction
operator to €.

Using the properties of localized potentials described in the Appendix B
(see Theorems B.1 and B.4) and taking the trace of the equation (2.29) on
S we arrive at the relation:

AU - V(TTU)+(b—-d) Ut +W(UT) =Pt (A(z,0,)U) on S, (2.32)

where the localized boundary integral operators V and W are generated by
the localized single and double layer potentials and are defined in (B.1) and
(B.2), the matrix d is defined by (B.3), while

AU =T ALU := {ALU} on S,
P =P = {P()} on S
Now we prove the following technical lemma.
Lemma 2.2. Let x € X? and
f=(fofa, f)T € HYQ), F=(F,Fp, F3, Fy)' € HYO(Q,4),
U= (1,02, 05,00) T € H 2(S), @ = (p1,02.05.04) € H(S).
Moreover, let U = (uy,uz, us,us) € HY(Q) and the following equation hold
b(y)U(y)+AU (y) =V (¥)(y)+W(®)(y) =F(y)+P(f)(y), y €. (2.33)
Then U € HY°(Q, A).

Proof. Note that by Theorem B.1 P(f) € H?(Q) for arbitrary f € H°(Q),
while by Theorem B.2 the inclusions V(¥), W(®) € HY0(Q, A) hold for
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arbitrary W € H~2(S) and ® € Hz2(S). Using the relations (2.26)(2.27),
the equation (2.33) can be rewritten as
o [[Pleijindiur)(y) + Pleirdiua)(y)] 5., B
Oy | —Ple;diuy)(y) + Pleadiua)(y) |,
=F(y) +P(f)y) + V() (y) - W(@ - U")(y), ye.
Due to Theorems B.1 and B.2 it follows that the right-hand side function
in the above equality belongs to the space

HYO(Q,A) = {v e HY(Q): Ave HO(Q)},

since Ut € H2(S), and therefore the same holds true for the left-hand side
function,

9 l[P(Cijlkaiuk)(y) +P(€iklaiu4)(y)]3x1 € HY°(Q,A) (2.34)

o —P(erijOiug)(y) + P(eadua)(y) |,
Note that
A(0:)P(z —y) = [6(z —y) + Ralz - y)II, (2.35)
where
oy L Ax(E—y)  ,Ox(@—y) 9 1
Ralz —y) =~ { ] +2 om om el (2.36)

Clearly, Ra(z —y) = O(Jx — y|~2) as @ — y and with the help of (2.35)
and (2.36) one can prove that for arbitrary scalar function ¢ € D(Q) there
holds the relation (see, e.g., [40])

A(8y)P(9)(y) = d(y) + Ral(9)(y), y€Q, (2.37)

where

Ra(®)(y) = / Ra(x — y)é(x) dz. (2.38)
Q

Evidently (2.38) remains true for ¢ € H°(), since D(1) is dense in H°(2).
The operator R has the following mapping property (see [14]):

Ra: H'(Q) — HY(Q). (2.39)
Applying the Laplace operator A to the vector-function (2.34) and keeping
in mind the relation (2.37), we arrive at the following equation in €2,
@ o [[P(cijindiun)(y) + P(eikz@uzx)(y)]gxll B
oy | —Pleonuy)(y) + Pleadua) () |,
0 0
[@ (A(ay)P(Cz]lkﬁzukxy)) + @ (A(ay)P(elklalU4)(y))}

0 0
o (A(8y)P(eri;05u;) () + aTJl(A(ay)P(Eilaiuzx)(y))

3x1
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[3%1 (Cijlk(y) 8%’;(13/)) 5%1 (eikl(y) 6?24(?))}3“

g ((em(y) Ou; (y)>)+ 0 (siz(y) 3u4(y)>

[i Ra(cijinOiug)(y) + iRA(@kla‘lm)(y)}
oyl T oy S 3x1

0 0
— 5 Rale;0iu;)(y) + o Ra(g10;uq)(y)

oy
[78 Ra(cijinOiur)(y) + 9 RA(%M@M)(Z/)}
oy oy

— Ay, 8,)U + .

0 0
m RalenijOiug)(y) + @RA(€ilaiu4)(y)

Whence the embedding A(y,d,)U € H°() follows due to (2.34) and
(2.39). O

Actually, in the proof of Lemma 2.2 we have shown the following asser-
tion.

Corollary 2.3. Let x € X3. The operator
b+ A:HYY(Q,A) - HY(Q,A)
1s bounded.

Now, we are in the position to reduce the above formulated Dirichlet
boundary value problem to the LBDIEs system equivalently.

2.2. LBDIE formulation of the Dirichlet problem and the equiva-
lence theorem. Let U € HY?(Q, A) be a solution to the Dirichlet BVP

(2.6), (2.7) with ®, € H=(S) and f € H(€). As we have derived above,

there hold the relations (2.29) and (2.32), which now can be rewritten in
the form

[b+ AU —V(¥) =P(f) —W(P,) in Q, (2.40)

AU — V(T) = PH(f) — (b—d)D, — W(®,) on S, (2.41)

where U := 77U € H~2(S) and d is defined by (B.3).

One can consider these relations as the LBDIE system with respect to the
unknown vector-functions U and . Now we prove the following equivalence
theorem.

Theorem 2.4. Let x € X3, &, € H2(S) and f € H(Q).

(i) If a vector-function U € H%(Q, A) solves the Dirichlet BVP (2.6),
(2.7), then it is unique and the pair (U, ¥) € HY(Q, A) x H™3(S)
with

U =T"U, (2.42)
solves the LBDIE system (2.40), (2.41) and vice versa.
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ii) If a pair (U, V) € HYO(Q, A) x H~2(S) solves the LBDIE system

(i) p : : y
(2.40), (2.41), then it is unique and the vector-function u solves the
Dirichlet BVP (2.6),(2.7), and relation (2.42) holds.

Proof. (i) The first part of the theorem is trivial and directly follows form
the relations (2.29), (2.32), (2.42), and Remark 2.1.

(i) Now, let a pair (U, ¥) € HO(Q, A) x H=2(S) solve the LBDIE
system (2.40), (2.41). Taking the trace of (2.40) on S and comparing with
(2.41) we get

Ut=®, on S. (2.43)
Further, since U € HY%(Q, A), we can write Green’s third formula (2.29)
which in view of (2.43) can be rewritten as

b+ AU —V(TTU) = P(A(,0,)U) — W(®,) in Q. (2.44)
From (2.40) and (2.44) it follows that
V(THU — ) + P(A(2,0,)U — f) =0 in Q.
Whence by Lemma 6.3 in [14] we have
A(z,0.)U=f in Q and TTU =4 on S.
Thus U solves the Dirichlet BVP (2.6), (2.7) and equation (2.42) holds.
The uniqueness of solution to the LBDIE system (2.40), (2.41) in the class
HY0(Q, A) x H-2(S) directly follows from the above proved equivalence

result and the uniqueness theorem for the Dirichlet problem (2.6), (2.7) (see
Remark 2.1). O

3. INVERTIBILITY OF THE DIRICHLET LBDIO

From Theorem 2.4 it follows that the LBDIE system (2.40), (2.41) with
the special right-hand sides is uniquely solvable in the class H1(£2, A) x
H-Y 2(S). We investigate Fredholm properties of the localized boundary-
domain integral operator generated by the left-hand side expressions in
(2.40), (2.41) and show the invertibility of the operator in appropriate func-
tional spaces.

The LBDIE system (2.40), (2.41) with an arbitrary right-hand side vec-
tor-functions from the space H'(Q) x H'/?(S) can be written as

(b+ AU — V¥ =F| in Q,

A+€0U — VU = FQ on S, (32)
where F; € H'(Q) and F, € H'/?(S). Denote
B:=b+A. (3.3)

Evidently, the principal homogeneous symbol matrix of the operator B reads
as (see (2.31))

6(B)(y,€) = €] 2A(y,€) for y€Q, R\ {0} (3.4)
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It is an even rational homogeneous matrix-function of order 0 in £ and due
to (2.3) it is uniformly strongly elliptic,

Re&(B)(y.£)¢ ¢ 2 cl¢f* forall y € Q, €€R*\ {0}, ¢(eC™

Consequently, B is a strongly elliptic pseudodifferential operator of zero
order (i.e., singular integral operator) and the partial indices of factorization
of the symbol (3.4) equal to zero (cf. [10, Lemma 1.20]).

In our further analysis we need some auxiliary assertions. To formu-
late them, let y € 02 be some fixed point and consider the frozen symbol
S(B)(7,¢) = 6(B)(), where B denotes the operator B written in a cho-

sen local coordinate system. Further, let B denote the pseudodifferential
operator with the symbol

S(B)(¢, &) == SB)((1+ [¢')w, &),

= %’ f: (5/753)7 5/ = (51752)'

The principal homogeneous symbol matrix &(B)(€) of the operator B can
be factorized with respect to the variable &3,

G(B)(€) = 6 D (B)(£)6 M (B)(¢), (3.5)
where

_ 1 _
& FH(B)(¢) = 0 (¢ &) AEN(E &),

O (¢ €3) := &3 £ 4|¢'| are the “plus” and “minus” factors of the symbol
O(&) := |¢]?, and A ) (¢, &3) are the “plus” and “minus” polynomial matrix
factors of the first order in &5 of the polynomial symbol matrix A(£',&3) =
A(y,&',&3) (see [22, Theorem 1], [45, Theorem 1.33], [24, Theorem 1.4]), i.e

A€ &) = A€ &) AD(¢ &) (3.6)

with det A (D (¢, 7) # 0 for Im7 > 0 and det A () (€', 7) # 0 for Im7 < 0.
Moreover, the entries of the matrices A® (&', &3) are homogeneous functions
in & = (¢,£3) of order 1. Denote by a*)(¢') the coefficients at &3 in the
determinants det /T(i)(g’ ,&3). Evidently,

a(€)a P (¢') = det A(0,0,1) > 0 for & #0. (3.7)

It is easy to see that the factor-matrices A (£)(¢,&3) have the structure

I (e e e 1
[A (5763)] - detg(i)(fl € ) [pzj (5 f3)}4><47

where p (5’ &3) is the co-factor corresponding to the element A( (&,&)
of the matrix A (£)(¢’, &3), which can be written in the form

P €)= SN + 0N + a6 +eE). (38
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Here c +) b(i) di(ji), and ei(jj:)7 1,7 =1,2,3,4, are homogeneous functions

in ¢ of order 0, 1, 2, and 3, respectively. From the above mentioned it
follows that the entries of the factor-symbol matrices

B w,r,65) = [o (.1, 60)] 5 = 6 P (B)(E &)
with w = &' /|¢'| and r = |¢'| satisfy the following relations:
+ +
9oy (,0,-1) 1y ', (0,0, +1)
ort ort

These relations imply that the entries of the matrices &% (B )(&',&3) belong
to the class of symbols Dy introduced in [23, Ch. III, § 10],

& (B)(¢,&) € Do. (3.10)
Denote by IT* the Cauchy type integral operators

, 1=0,1,2,.... (3.9)

- . (&' s
I (R)(€) = 2mﬁ0+/§3ilt_ 3, (3.11)

which are well defined for a bounded smooth function h(¢’, -) satisfying the
relation h(&',n3) = O(1 + |ns|) ™" with some x > 0.
First we prove the following auxiliary lemma.

Lemma 3.1. Let x € Xi with integer k > s + 2 and let ¢y be the
extension operator by zero from Ri onto the half-space R3 . The operator

TR Béo H*(RY) — H*(R3)

is invertible for all s > 0, where TRS is the restriction operator to the half-
space Ri. Moreover, for f € H® (Ri) with s > 0, the unique solution of the
equation

res BloU = [ (3.12)

can be represented in the form
Uy = toU = 7 {[ED(B)] 7t (8 O(B) T Fep) |
where (f € H*(R3) is an arbitrary extension of f onto the whole space R3.

Proof. Since the right-hand side f of the equation (3.12) belongs to the
space H*(R3) with s > 0, it follows that f € HO(R3).

First we show that the equation (3.12) is uniquely solvable in the space
HO(R3).

Let U € H°(R?) be a solution of the equation (3.12) with f € H(R3)
and let

U_ =(f —BU,, (3.13)
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where Uy = (U € I?O(]Ri) and ¢f € H°(R?) is an arbitrary extension of
f € H°(RY) onto R%. We assume that

€5 N o sy < 201 F Nl pro s )-

Since £f € HO(R?) and BU, € H°(R3), we have U_ € H°(R3). In addition,
U_ € H°(R2). Here and in what follows we employ the notation

H*(Q) := {V € H°(Q) : suppV Cﬁ}.

The Fourier transform of (3.13) gives the relation

&(B)(&)F(Us) + F(U-)(€) = F(Lf)(E). (3.14)
Due to (3.5) we have the factorization
S(B)(¢.&) = 6 D (B)(€,6)6 M (B)(€ sg (3.15)

where & 1)(B)(¢/, &) = & ) (B)(1+[¢')w, &) withw = £
(3.15) into (3.14) and multiplying both sides by [G( (B)]L, we get

& F(B)(OF (WU + [T B)©] FU-)(E) =

= [6OB)(©)] ' FUf)E). (3.16)

&l . Substituting

Introduce the notation

vi(@) = FL, (8D B)OFU)©)), (3.17)
v_(2) = F, ([ O@B)©) T FUo)(©).
g@) = 72, (8 B)©)) T Fen©): (3.18)

Then we can conclude that (see [23, Theorem 4.4 and Lemmas 20.2, 20.5])
vy € HYRY), v_e H(R®), ge HR?), (3.19)

since the degree of homogeneity of & (V) (B)(¢) and & () (B)(£) equals to 0.
In view of the above notation, the equation (3.16) acquires the form

Fv)(&) + F(v-)(&) = F(9)(§)- (3.20)

In accordance with Lemma 5.4 in [23], we conclude that the representation
of the vector-function F(g)(¢) in the form (3.20) is unique in view of the
inclusions (3.19) which in turn leads to the relations

Flvy) =T"F(g), Fvo) =1 F(g). (3.21)

Now, from (3.17), (3.18), and the first equation in (3.21) it follows that
Us € H°(R3) is representable in the form

~

U, — ]_-71{ [@ (+) (fgﬂ ot ([6) (ﬁ)] *1f(gf)) } (3.22)
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Evidently, for the solution U € H(RY) of the equation (3.12) we get the
following representation

U= TRi}‘*l{ [EH®B)] 't ([6(B)] T Fer) } (3.23)

Note that the representation (3.23) does not depend on the choice of the
extension operator . Indeed, let ¢;f € HY(R?) be another extension of

f e HORY), ie., rps 1 f = f. Since f = Lf —(1f € HO(R3), it follows

that (see [23, Theorem 4.4, Lemmas 20.2 and 20.5])
FHED®B)] ' F(f) € HORY),

while

mH{[EOB)] " F(f) | = F{otF (8 B) T F(f)} =0

(see [23, Lemma 5.2]), where 81 denotes the multiplication operator by the
Heaviside step function 6(z3) which equals to 1 for z3 > 0 and vanishes for
x3 < 0. Therefore

I+ ([& /(B)] ' F(ef)) =0 ([ D (B)] T F(er)))

and the claim follows.

If, in particular, f = 0, then we can take {f = 0, and hence U = 0 by
virtue of (3.22). Thus the equation (3.12) possesses at most one solution in
the space H°(R3).

Further, we show that

U= rRi]:_l{ (6 (B)] 1H+([@ )(B)] ‘1f(€f))} (3.24)

is a solution of the equation (3.12) for any f € HO(R3).
To this and, let us first note that for the vector-function involved in (3.24)
the following embedding holds

FHEO®) I (S OB ) e BORD).  (3.25)
Indeed, we have
FHEO®) I ([SO®)] Fen) | =
= F[EO®)] FlorF (8 O®) " Fen)])

and (3.25) follows from Theorem 4.4, Lemmas 20.2 and 20.5 in [23]. From
(3.24) and (3.25) we then get

Uy = boU = f*l{ [E(®)] 't ([ ) (B)] T F(1h)) } (3.26)
With the help of the following relation (see Lemma 5.4 in [23])
([ O B)] ' F(eh) =
=[6B)] Fn) -~ ([ B)] L),
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from the equality (3.26) we derive
SB)F(U,) =& B ([ )(B)] F () =

~ o~ 11

F(ef) - 6B ([6(B)] F(ef)).

Since
F{EO® (8 (B)] ' Fey) | e AURY),
(see [23, Theorems 4.4, 5.1 and Lemmas 20.2, 20.5]), we easily obtain
rRifém = rgs (0f) — TRi}'_l{@ B ([6 (—>(1§)]‘1f(£f))} =
= TRy (0f) =1,

i.e., the vector-function (3.24) solves the equation (3.12) and belongs to the
space HO(R3) for f € HO(RY).
In what follows, we prove that for f € H*(R%) and ¢f € H*(R?) with

1€/ 1oy < 20 f s w2y, s 20, (3.27)
the vector-function defined by (3.24) satisfies the inequality
HU”HS(Ri) < CHf”HS(]Ri)v (3.28)

and hence belongs to H*(R3.). Indeed, since (see [23, Lemma 5.2 and The-
orem 5.1])
T (Fg) = F(0Tg) for all g€ H°(R?),

then the representation (3.26) of U, can be rewritten as
Uy = FH{[8B) T FotF (8 O®) T Fen) |}
Therefore, using (3.27) and in view of (3.10), from Theorem 10.1, Lem-
mas 4.4, 20.2, and 20.5 in [23] we finally derive

101l < ea |77 ([8 O B)] 7" Fieh) |

He(RY)

1R () -1
<ar| 78BN FEN)|,. gy < NNy < 2l e e
with some positive constants ¢ and ¢;, whence (3.28) follows. This completes
the proof. O

Lemma 3.2. Let the factor matriz A (¢',7) be as in (3.6), and a )

and ci(j+) be as in (3.7) and (3.8), respectively. Then the following equality

holds

1 ~ ' - 1 /
gt | AV dr = coys (e8]

¥
and

det [eS7(€)] ., #0 for € #0.
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Here v~ 1s a contour in the lower complex half-plane enclosing all the roots
of the polynomial det AH) (€', 1) with respect to 7.

Proof Note that det A+ )(¢',7) is a forth order polynomial in 7, while

p” (§’ 7) is a third order polynomial in 7 defined in (3.8).
Let v, be a circle with sufficiently large radius R and centered at the
origin. Then by Cauchy theorem we derive

1 ~ -1
1 (+) (¢! _
27 {[A (5’7—)] }ide
e
! !
_ 1 pzj (5 ) dT:i pz] (6 ) dr —
210 ) det A &, 27” detA (€, T)
RS
1 ( ) / . +/Q
~ omi a( ) T g
+)
_ <+> / Qi;(€,7)dr, (3.29)
where

Qi(€,m) =0(|717?) as |7| — oc.
It is clear that
1 .. ! —
Jim [ Qule'r)dr
TR

Therefore by passing to the limit in (3.29) as R — oo we obtain
)

Qim' /{[g(ﬂ(glﬁ)]il}ij dr = c”+)§’)) '

Y

Now we show that det[ci(f)]4x4 # 0. We introduce the notation

P &) =57 (€, €8)ana =
= NG + B + DM ()& + EM(E),
where
COE) = [ g BDE) =057 4
D) =[] e BT = [e57E)] 4

ij
In accordance with the relation det[g('*‘)(ﬁ’,ﬁg)]_l #0 for £ = (¢,&) #0,
we conclude that det P(H) (¢, £3) # 0 for € = (¢/,£3) # 0.

Let us introduce new coordinates r = |£’| and w = &’/|¢’|, and denote

P (w,r,&) =P (¢, &) =P (wr, &).
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Then we have
det P D (w, 7, &) = det P(H (¢, &5) =
= det (CM (W)} + BO @) + DD (w)egr® + ED(w)r?) £0
for all &3 #£ 0,

whence
1111(1J det P F)(w,r, &) = €32 det O P (w).
Consequently,
det O M (w) = detlel" (w))axa # 0
and Lemma 3.2 is proved. ]

Let us introduce the operator I’ defined as
T(g)(€) i= lim oy il 906 60)] =

“+oo
_ 1 : / —ir3é3 _
— o Jim [ € e de =
o
=5 g(&', &) dés for g(¢', ) € L1(R).

The operator II' can be extended to the class of functions g(¢’,&3) being
rational in &3 with the denominator not vanishing for real non-zero £ =
(¢/,&3) € R\ {0}, homogeneous of order m € Z := {0,4+1,42,...} in £
and infinitely differentiable with respect to £ for £’ # 0. Then one can show
that (see [20, Appendix CJ])

W (o)) = lim e, 7L o€ &) =5 [ al€'0)dc
e

z3—0 o 2

where 7, denotes the restriction operator onto Ry = (0, 4-00) with respect
to x3, v~ is a contour in the lower complex half-plane Im ¢ < 0, orientated
anticlockwise and enclosing all the poles of the rational function g(&’,-). It
is clear that if g(£’,¢) is holomorphic in ¢ in the lower complex half-plane
(Im¢ < 0), then IT'(g)(¢) = 0.

Denote by ®© the localized boundary-domain integral operator generated
by the left-hand side expressions in LBDIE system (3.1), (3.2),

TQ+B£0 —7‘Q+V
ATl -V |

Now we prove the following assertion.

D=

Theorem 3.3. Let a cut-off function x € X$° and r > f% . Then the
following operator

D : H™H(Q) x H'Y2(S) — H™(Q) x H™/2(S) (3.30)
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s invertible.

Proof. We prove the theorem into four steps where we show that

Step 1. The operator ro+Bly : H*(QY) — H*(Q) for s > 0 is Fredholm
operator with zero index;

Step 2. The operator © given as in (3.30) is Fredholm operator;
Step 3. Ind® = 0;
Step 4. The operator ® is invertible.

Step 1. Since (3.4) is a rational function in &, we can apply the theory of
pseudodifferential operators with symbol satisfying the transmission condi-
tions (see [2], [3], [23], [44], [45]). Now with the help of the local principle
(see, e.g., [1], [23, Lemma 23.9]) and the above Lemma 3.1 we deduce that
the operator
B:=r, Bly: H*(Q) — H*(Q)
is Fredholm operator for all s > 0.
To show that Ind B = 0, we use that the operators B and

Bt =Tro+ (b + tA)éo,

where ¢ € [0, 1], are homotopic. Note that B = B;. The principal homoge-
neous symbol of the operator B; has the form

S(B)(y, &) = b(y) +t&(A)(y,£) = (1 — t)b(y) + t&(B)(y,§).
It is easy to see that the operator B; is uniformly strongly elliptic,

ReS(By)(y,€)¢ - ¢ = (1 —t)Reb(y)¢ - ¢ + tRe S(B)(y,£)¢ - ¢ > c[¢]?

forally € Q, £ #0, ¢ € C* and t € [0, 1], where ¢ is some positive number.
Since &(B;)(y, &) is rational, even, and homogeneous of order zero in &,
as above we conclude that the operator

B:: H*(Q)) — H*(QY)
is Fredholm operator for all s > 0 and for all ¢ € [0, 1]. Therefore Ind B, is
the same for all ¢ € [0,1]. On the other hand, due to the equality By = rq+1,

we get
IndB=IndB; =IndB; = Ind By = 0.

Step 2. To investigate Fredholm properties of the operator © we apply the
local principle (cf. e.g., [1], [23, §§ 19, 22]). Due to this principle, we have
to check that the so-called generalized Sapiro—Lopatinskit condition for the
operator ® holds at an arbitrary “frozen” point 4 € S. To obtain the explicit
form of this condition we proceed as follows. Let U be a neighbourhood of
a fixed point § € Q and let {/;0, Po € D(Zj) such that

supp 1o Nsupp Yo # G, Y € supp o N supp Yo,

and consider the operator JODQO. We separate the two possible cases 1) y €
Qand 2)yes.
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Case 1). If y € Q, then we can choose a neighbourhood U of the point n
such that 2 C Q. Then N N
YoDpo = 1By
where B is the operator defined by (3.3). As we have already shown above
(see Step 1) this operator is Fredholm operator with zero index.
Case 2). If y € S, then at this point we have to “froze” the operator

{50@@0, which means that we can choose a neighbourhood U of the point
y sufficiently small such that at the local coordinate system with the origin
at the point y and the third axis coinciding with the normal vector at the
point y € S, the following decomposition holds

0D = o (D + K + T) 5, (3.31)
where K is a bounded operator with small norm
K : H (RS x H'Y2(R?) — H™TH(R3) x H'T/2(R?),
while T is a bounded operator
T . Hr-‘rl(Ri) > Hr—1/2(R2) - HT+2(R§F) « HT+3/2(R2).

The operator D is defined in the upper half-space Ri as follows

o r]}ii:?)éo —TREEV
A {y 4

and possesses the following mapping property
D : H'Y(RY) x H™Y2(R?) — H™Y(RY) x H™Y/2(R?). (3.32)
The operators involved in the expression of D are defined as follows: for the

operator M, M denotes the operator in R™ (n = 2,3) constructed by the
symbol

o~ ~ —

S(M)(&) = S(M)((1+ |¢')w,&s) if n=3,
and
S(M)(€) = (M) ((1+|€')w) if n=2,

where w = %, E=(8,¢),8 =&y, &nmn)-

The generalized SapirofLopatinskﬁ condition is related to the invertibil-
ity of the operator (3.32). Indeed, let us write the system corresponding to

the operator ©:
rRiﬁfoﬁ —TR3 ‘:/{IV/ =F in R3, (3.33)
1§+E0[7 — 1:)\?/ = F, on R? (3.34)
where F € HY(R3), F, € H'Y/?(R?).
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Note that the operator TRY ﬁéo is a singular integral operator with even
rational elliptic principal homogeneous symbol. Then due to Lemma 3.1
the operator

rs By : H™ Y (RY) — H™H(RY)

is invertible. Therefore we can define U from equation (3.33)
50[7 = [TRiﬁEO]ilf:
—F {8V ®B)] ' ([&B) T FEh) ) (335)

where f: F 1+7R2 ‘7@, ¢ is an extension operator from Rﬁ_ to R3 preserving
the function space, while £, is an extension operator Ri to R2. by zero; here
S (#)(M) denote the so-called “plus” and “minus” factors in the factoriza-
tion of the symbol @(M) with respect to the variable £3. The operator 11T
involved in (3.35) is the Cauchy type integral (see (3.11)). Note that the
function £oU in (3.35) does not depend on the extension operator /.
Substituting (3.35) into (3.34) leads to the following pseudodifferential
equation with respect to the unknown function U
R F{[8O(B) 1 ([8 O(B)] " FTH)}-VE=F on B2, (3.30)

where .
ﬁ = ﬁg - ;& éo [T’Riﬁgo} 71ﬁ1.
It is easy to see that
Ao(@) = [F  [6A)©OF0E@]| =

Gs=0+
= 7oLy [ [(8A)©F@)(©)]).
and in view of the relation
V(¥)=-P(¥®0JH)
with ¢ = §(z3) being the Dirac distribution, we arrive at the equality

=+ ~ _ ~ ~ = N
A F {8 B T ([EOB) T FV )@} @) =
- —fg,iy,{n’ [@;(;;) (& (B)] 't ([8 ) (B)] ‘16‘5(?))} (g’)fi,%/\i}.
With the help of these relations equation (3.36) can be rewritten in the
following form

Fol oy [(EF@)EN] = F(F) on R?, (3.37)

where )
€)= e((1+€)w), w= §|
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with e being a homogeneous function of order —1 given by the equality
~ ~ .1 =~ ~
() = -I{s(A)[s ©(B)] I ([ V(B) 'S(P)) }(¢)-
—8)(¢) V¢ #0. (3.38)

If the function det e(¢’) is different from zero for all £ # 0, then det €(£') # 0
for all ¢ € R?, and the corresponding pseudodifferential operator

-1

E: H*(R?) — H*t'(R?) for all s €R

generated by the left-hand side expression in (3.37) is invertible. In particu-
lar, it follows that the system of equation (3.33), (3.34) is uniquely solvable
with respect to (U, ¥) in the space H'(R3 ) x H~1/2(R?) for arbitrary right-

hand sides (F}, Fy) € H'(R3) x H'/?(R?). Consequently, the operator D in
(3.32) is invertible, which implies that the operator (3.31) possesses a left
and right regularizer. In turn, this yields that the operator (3.30) possesses
a left and right regularizer as well. Thus the operator (3.30) is Fredholm
operator if

dete(¢) £0 V¢ #0. (3.39)

This condition is called the Sapiro-Lopatinskii condition (cf. [23, Theo-
rems 12.2 and 23.1 and also formulas (12.27), (12.25)]). Let us show that
in our case the SapirofLopatinskﬁ condition holds. To this end, let us note
that the principal homogeneous symbols G(A), &(B), 6(P), and &(V) of
the operators A, B, P, and V in the chosen local coordinate system involved
in the formula (3.39) read as:

G(A)(&) = [¢|2A(¢) -
&(B)(€) = [¢|72A(©),
&(P)(¢) = —|§\ I,
SV)(¢) = 2|§|

g = (£I7£3)7 5 - (51752)3

where b denotes the matrix b written in the chosen local co-ordinate system.
Further, & (F)(B) and & (-)(B) are the so-called “plus” and “minus” factors
in the factorization of the symbol &(B) with respect to the variable 3, i.e.

&(B)=6)(B)6 " (B),

where
1

oA ©

&M (B)(¢) =
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due to (3.4). Rewrite (3.38) in the form

() = —1'{(&(B) - b)[6 ) (B)] 1t ([6 O (B))'&(P)) }(¢)-
—BV)(¢) = er(¢) + ea(¢) = SV)(¢), (3.40)
where

er(§) = ~II{&(B)[6 V(B)] "' ([6 (B)] 'S(P)) (). (3.41)

e2(¢) = bIT{ [6 V(B)] T ([ ) (B)] "6 (P)) b(¢), (3.42)
S 1
Ss(V)(¢) = 2 I (3.43)
Direct calculations give
H+([6<-><1§>]‘16<f>>)<§’> =
_ (6B 6@ ) ,
7%t1—1>%1+/ &+ it —ns3 : ds =

— 00

400 ~
i (6 B)] (¢ ms)
oo tLH& / (& + it —n3)(|€']? +n3)

— 00

i SOBEn)

= %tEHOlJr/ (53 +it—7’)(|§/|2+7—2) dr =
ol

gy 2T OB il

2 0 (G0 + L+ IE DA TE

M3 =

i I(B)] (¢, —ile')
— . 3.44
2018'[0 (¢, €3) (344
Now from (3.41) with the help of (3.44) we derive
61(5/) =

~1'{&)(B)s V) (B)[& ) (B) 1 ([6 7 (B)] 'S (P) () =
- -m{e B ([6< '(B)]” 16(P>)}<5’>=

_ H/{G(‘>(1§)}(5,)([6(‘)(3)]‘1(5’,—ilé’l)) _

o) 21¢’|
_ 1 S (B)(E, T )d’T (i[G(‘)(ﬁ)]_l(f’,—ig"D) _
277 T+ 4| ¢'] 2(¢’]

S IB) M, —ile) 1 7 (3.45)

=—i& (B) (¢, —il¢'|) 1 20¢] 2]
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Quite similarly, from (3.42) with the help of (3.44) we get

ex(¢) = bI'{ [6 ) (B)] ' ([6 (B)] ' &(P)) (€)=

- b [ ®B)"! }(5/)(2'[6”(%)]1(5’, —i|€’|)> _

o) 2]
_ b (L TSI N e B (e i)
i (3 [ E T ar ) [ @) (¢ -l -
—ig A (e I dr(=2ile') [AC) (¢, —ileN] ! =
~ g [ AW ar(2ile D [AC) (€~
b 5 [ A€ ar A -] ™

-
Therefore, due to Lemma 3.2, we have

~ C'('Jr) Nax ~ -1
€)= ib BT TOE i) o

In view of (3.40), (3.43), (3.45), and (3.46) we finally obtain

[Ci(jH (€)]axa

ey AT

e(¢) = es(¢) = ib
where
det b #£0, det[cﬁf)]4x4 #0

ij

(see Lemma 3.2), and det A () (¢, —i|¢’|) # 0 for all & # 0.
Then it is clear that for all £’ # 0 we have

m det bdetle| 7 ]axa det [A (&', —i|€'])] T #0.

Thus, we have obtained that for the operator ® the Sapiro-Lopatinskii
condition holds. Therefore, the operator

D - Hr-‘rl(Q) % Hr—1/2(S) N HT'H(Q) % Hr+1/2(5)

dete(¢') =

is Fredholm operator for r > f%.

Step 3. Here we will show that Ind® = 0. To this end, for ¢t € [0, 1] let us
consider the operator

D, — TQJrBtEO —7"Q+V
E AT, 2

with By = b+tA and establish that it is homotopic to the operator ® = ©;.
We have to check that for the operator ®; the Sapiro—Lopatinskii condition
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is satisfied for all ¢ € [0,1]. Indeed, in this case the SapirofLopatinskﬁ
condition reads as (cf. (3.39))

dete (&) #0 VE #0,

where
e() = ~I{(&(B,)~b)[6 (B ' ([6 (B T S(P))}(€)-
—6W)(E) = et (&) + e () - SM)(©), (3.47)
eV (¢) =~ {8(By)[6 ) (B,)) T ([6 ) (By)] (@) }(€) =
1
_mf, (3.48)
el (¢) = B { [ 1) (B)] T ([6 ) (By)] 'S (P)) b€,
S\ en 1
SsW)(¢) = T I. (3.49)
By direct calculations we get
e (¢) = bI{ [6 V) (By)] T ([6 ) (By)] '&(P)) p(¢) =
e 8B L 8 B E e )y
__bn{ o) }(5)( 21¢/ )_
_ ib _i [6(+)(]~3t)]71(§/a7) - -\t T G1E) =
- 2|s'|( 27r/ e i) 8Bl € i) -
MM Tar (-2 DA (€ —alg)] T =

:z‘b{m / [Eﬁ)(f'm)]1dT}[ﬁé‘>(£’,—z'|£'|)]1, (3.50)

~

where A;(€) = (1-1)|¢[b+tA(€) and A;(¢',&) = AL (€, &) A (€,6),
A(i)(g’ ,&3) are the “plus” and “minus” polynomial matrix factors in {3 of
the polynomial symbol matrix gt(f’, &3).

Due to Lemma 3.2 and the equality (3.50) we have

() (g
(2) fery 3o [Ci,,, (€)]axa (=) et ey -1
) =B SR A (i) e
where c(+) i,7 = 1,4, are the main coefficients of the co-factors p (5' T)

of the polynomlal matrlx A +)(§’ 7) and a ) is the coefficient at 74 in the
determinant det A (f’ 7).
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In view of (3.47), (3.48), (3.49), and (3.51), we finally obtain
= [Ci(jt)(fl)]élw (= . —1
er§)) = e (¢) = b~ T[4 (¢ =il )]
a; (&)
where det b # 0, det[ci(jt)]zlm # 0 (see Lemma 3.2), and det Z,f‘)(g’, —il¢'))
#0for all & #£0 and t € [0,1].
Then it follows that

_ (+) (g7 () (et ey -1
[at(+)(f’)]4 det b det [Cw‘t (€ )]4x4det (A (€ —ilE])] T #0
for all ¢ #0 and for all ¢ € [0, 1],

det (&3 (5,) =

which implies that for the operator ®; the Sapiro-Lopatinskii condition is
satisfied.
Therefore the operator
D, H'HQ) x HY2(8) — H™1(Q) x H™T1/2(S)

is Fredholm operator for all r > —% and t € [0,1]. Consequently,

Ind® =Ind®; =Ind®; =Ind®y = 0.

Step 4. Since the operator © is Fredholm operator with zero index, its
injectivity implies the invertibility. Thus it remains to prove that the null
space of the operator D is trivial for r > —. Assume that & = (U, ¥)" €
H™1(Q) x H™1/2(8) is a solution to the homogeneous equation
DU = 0. (3.52)
The operator
D : H™HH(Q) x HY2(S) — H™(Q) x H™/2(S)

is Fredholm operator with index zero for all r > —% . It is well known that
then there exists a left regularizer £ of the operator D,

Q- HT+I(Q) > HT+1/2(S) _ HT+1(Q) % Hr_l/Q(S),
such that
LD =147,

where ¥ is the operator of order —1 (cf. [23, Proofs of Theorems 22.1 and
23.1)), i.e.,

T H™THQ) x HY2(S) — H™2(Q) x H™/2(9). (3.53)
Therefore, from (3.52) we have
LOU = U +TU = 0. (3.54)

In view of (3.53) we see that
TU € H™2(Q) x H™H2(9).
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Consequently, in view of (3.54),
U= U,0)" e H2(Q) x HT/2(3). (3.55)

If r > 0, this implies U € HY0(Q, A). If —% < r < 0, we iterate the above
reasoning for U satisfying (3.55) to obtain

U= U0)" e H*3(Q) x H3/2(89)

which again implies U € HY%(Q, A). Then we can apply the equivalence
Theorem 2.4 to conclude that a solution & = (U, ¥)T to the homogeneous
equation (3.52) is zero vector, i.e.,

U=0in Q, ¥=0 on S.

Thus, Ker® = {0} in the class H™*1(Q) x H"~'/2(S) and therefore the
operator

D L H™H(Q) x H™™V2(S) — H™HY(Q) x HTHY2(S)
is invertible for all r > —%. ]
For localizing function x of finite smoothness we have the following result.
Corollary 3.4. Let a cut-off function x € Xi. Then the operator
D : HY(Q) x HY2(S) — H*(Q) x HY2(S)
is invertible.

Proof. We have to use mapping properties of the localized potentials with
a localizing cut-off function of finite smoothness (see Appendix B) and re-
peat word for word the arguments of the above proof of Theorem 3.3 for
r=0. (]

From Corollaries 2.3, 3.4, and Lemma 2.2 the following result follows
directly.

Corollary 3.5. Let a cut-off function x € Xi. Then the operator
D:HM(Q,A) x H2(S) — HYO(Q,A) x HY/?(S)

1is invertible.

APPENDIX A: CLASSES OF CUT-OFF FUNCTIONS

Here we present the classes of localizing functions used in the main text
(for details see the reference [14]).

Definition A.1. We say x € X* for integer k > 0, if x(z) = x(|z|),
X € W§(0,00) and oX(0) € L1(0,00). We say x € X* for integer k > 1, if
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x € X*, x(0) =1 and o, (w) > 0 for all w € R, where

~

%w)>0 for w € R\ {0},

oo

/9%(9) do for w=0,
0

oy (w) :=

and Xs(w) denotes the sine-transform of the function x
Rew) = [ Wosin(ew) de.
0
Evidently, we have the following imbeddings: X** C X*2 and X _’il cX _’f_z
for k1 > ko. The class X _’ﬁ is defined in terms of the sine-transform. The

following lemma provides an easily verifiable sufficient condition for non-
negative non-increasing functions to belong to this class (for details see [14]).

Lemma A.2. Let k > 1. If x € X*, x(0) = 1, X(0) > 0 for all
0 € (0,00), and X is a non-increasing function on [0,+00), then x € X_’f_.

The following examples for x are presented in [14],

k
{1 — m} for |z| <e,
Xlk:('r) = €
0 for |x| > ¢,
{ |z | for Jol <
exp | —s——| for |z| <e
X, (#) = |z[? — & ’

0 for |x| > e.

One can observe that x,, € X%, while y, € X$° due to Lemma A.2.

APPENDIX B: PROPERTIES OF LOCALIZED POTENTIALS

Here we collect some theorems describing mapping properties of the lo-
calized layered and volume potentials defined by the relations (2.23)—(2.24).
The proofs can be found in [14] (see also [25], Chapter 8 and the references
therein).

Let us introduce the boundary operators generated by the localized layer
potentials associated with the localized parametrix P(x —y) = Py (x —y)

Vy(y) := —/P(x —y)g(z)dS,, y €S, (B.1)
s

Woly) = — / [T (2.0,)P(z — )] g(2)dS,, ye S,  (B2)
S
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Woly) = / [T(4,0,)P( — y)]g(z) dSa, y € 5,
S

LEg(y) == [T(y,0,)Wa(y)] ", yeS.

Theorem B.1. The following operators are continuous

~ 1 1
P:H(Q) — HT25(A), —-<s< -, x€X',

2 2
1 1
CH3(Q) — H* 25 (Q; A), —5<s<5. XE X1,
1
CHS(Q) — H3 937 5(Q; A), 5 <5< g Vee (0,1), x € X2,

where P is the volume localized potential defined in (2.24) and A is the
Laplace operator.

Theorem B.2. The following localized single and double layer operators
are continuous

3
Vi H*3(S) — H*(R%), s<g. if xeX',

;HS_%(S) —>HS’S_1(Qi§A)7 %< s < g, if X€X27
W H*3(S) — H*(QF), s< g if x €X?,

1
CHS"2(S) — H**~H(QF; A), 5 <s< % if x € X°.

Theorem B.3. If x € X* has a compact support and —
the following localized operators are continuous:

Vi H(S) — HV3(QF) for k=2,
W : HTY(S) — H*"3(QF) for k= 3.

Theorem B.4. Let 1y € H=2(S) and ¢ € Hz(S). Then the following
Jump relations hold on S':

Vip=V ¢ =Vy, xyeX',
Wi(p:q:d¢+wsaa XGXQ’
TV = £dy + W'y, x € X7,

1 [Cijlk(y)ninl]?)xzs [elij (y)nmz]sm
d(y) = 5 , Y € S» (B3)
[—ewi(y)ninl s cal@mim |, ,

and d(y) is strongly elliptic due to (2.3).
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Theorem B.5. Let —5 <5< % . The following operators

H*HY(S), x e X?,
Hs+1( )’ XGXS,
°(S), xe€X?
°(9), x € X7,

3
V. H(S
W - HSH(S
H(S
HS“(S

) —
) —
)— H
)— H

are continuous.

10.

11.

12.

13.

14.

15.
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