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1. INTRODUCTION

Theory of functional differential equations is based on studies of the properties of an
internal superposition operator in different function spaces [1]. In particular, the ques-
tion of correct solvability of boundary value problems for functional differential equa-
tions requires the establishment of conditions for convergence of sequences of such oper-
ators [2], [3], [4].

Recall the following definition.

Definition 1.1. Let A, : X - Y, A: X — Y, v € N, are mappings between
two Banach spaces X and Y. One says that the sequence A, converges to A strongly
(pointwise), if Ayz — Az inY for all z € X.

Denote by R™ the space of n-dimensional real vectors a = (a1, ... an) with the norm
|let|| = maxi<j<n |e;|. The same symbol || - || will be used for the norm of n x n - matrix
coordinated with the norm in R™. The triple (E, X, m), consisting of a set E C R™, some
o-algebra X of subsets of E and a measure m defined on 3 will be called the space with
measure. The measure m is assumed to be complete positive o-finite and non-atomic.

In this paper, given the sequence of measurable functions ¢ : E — R™ and g :
E — R™, we are interested in the convergence of a sequence of respective linear inner
superposition operators Sgv : X(E, ¥, m;R") - Y(E, 3, m; R"™) given by the formula

(S a)) = { (o), o0 cE "
to another inner superposition Sy : X(E, 3, m; R") — Y(E, £, m; R") given by
(Sgz)(t) = { w(g()(f)), zgg ; Ef -

For the above operators to be well defined on the classes of measurable functions, we
are to impose the following conditions on the functions g and g (denoting from now on
for the sake of brevity g% = g) :

eCE, meas e=0=meas (g") (e) =0, veNU{0}. (3)
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2. Basic NOTIONS, DEFINITIONS AND FACTS

We give here some notions and definitions from [6], [10] that we are going to use in
what follows, as well as the necessary material of the measure theory [7], [8].

Denote by M(E, X, m;R") (shortly M™(E) or M™) the space of measurable func-
tions z : E — R™ with convergence topology in the sense of the measure m on each set
HeX, m(H)< oco.

Definition 2.1. 1) A linear subset X C M™ is called an ideal space (IS) on (E, X, m)
ifzeX, yeMn™, |y@®)| <|=z(@)|, ¢¢cE,implythatyec X.

Let us use the notation X for the ideal space X(E, X, m; R").

2) An ideal space X with supp X = E (supp X stays for the support of the space X)
is called the fundamental space (FS) on (E, 3, m).

3) A (1S) supplied with a norm is called a normed ideal space (NIS) on (E, X, m).

4)A complete normed fundamental space is called a Banach fundamental space (BFS).

Definition 2.2. We say that condition (A) is satisfied in (NIS) X if z; | 0 implies
llzg||x — 0.

Definition 2.3. We say that condition (C) is satisfied in (NIS) X if 0 < z 1 =z,
z € X, imply ||zg||x — ||=]|x-

Definition 2.4. We say that condition (B) is satisfied in (NIS) X if 0 < z T,z € X,
k € N, sup||zg|| < oo imply the existence of z € X such that x5 1 z.

Let us define by X’ the set of all ' € M™ such that m(supp ' \ suppX) =0 and
for each z € X

/Ilw(S)IIIIw’(S)IIdm(S) < oo.
E
X' is called dual to the ideal space X. Let us define a norm on X as follows:

llzllx = sup”w'nx,gl/Ilw(S)IIIIw'(S)IIdm(S)-
E

In what follows we will consider the following concrete ideal spaces.
1. Lp(E, ¥, m;R™) (shortly L% (E) or Ly),1 < p < oo, is the space of the functions
z € M(E, X, m;R"™) with the norm

||w||L;; = [/Hw(s)npdm(s)] ’%.
E

For 1 <p<oco L¥ isa (BFS) with conditions (A) and (B).
2. Lo(E, X, m; R™) (shortly L2 (E) or LZ)) is the space of essentially bounded on
E functions ¢ € M(E, X, m; R") with the norm

llzl|lLz, = esssup,eg [la(s)l-
L7 is a (BFS) with conditions (B) and (C).
An even, convex, positive for u # 0 continuous function M defined on (—o0,00) is
called the N-function if
M M
limﬂzo, limﬂ:oo
vw—=0 U u—oo U
For each N-function M the function M*(u) = sup_
mentary N-function. Let us fix some N-function M.

oo <v< oo UV — M(v)) is a comple-
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A collection of functions z € M(E, X, m; R™) such that

/M aflz(s)[))dm(s) <

is called the Orlich class LY, (E, 2, m;R"), a>0.

Clearly, if m(E) < oo, then Loo C Ly,

The Orlich space L/ (E, X, m; R") (shortly L%, (E) or L%,) is the union of the func-
tions z € M(E, X, m; R™) such that there exists an integer A = A(z) for which

/M(nw&)u) m(s) < o0,

E

It is evident that Lg, C L%,.
On the Orlich space L 7, we will consider the following norm

llllLn, =sup{/Ilw(S)IIIIy(S)IIdm(S) : /M*(Ily(S)II)dm(S) < 1}-
E E

The Orlich space L%, with the above defined norm is a (BFS) with conditions (B)
and (C).

Define by £}, the closure of L%, in the Orlich space L%, (here m(E) < co). We
consider on £7; the same norm || - ”LTM'

The space £}, is a (BFS) with condition (A).

3. STRONG CONVERGENCE OF A SEQUENCE OF INTERNAL SUPERPOSITION OPERATORS IN
IDEAL SPACES

Let a measurable function z : E — [0,00) be defined in space (E,X, m), and let
H € X. Define on X the function g (2, g, m) as follows:

[LH(Z,g,m)(E) = z(s)dm(s), ec .

{teH:g(t)ece}

It was proved in [5] that there exists a measurable function % : E — [0,00)
(d“(fd’+m) if H = E), which connects the measures pg (2,9, m) and m by the equality

(2,9, m)(e) = / it (2,9, ) (3 1 (s).

dm
[

Note, that if m(E) < oo, then the last statement follows from the Radon-Nikodym
theorem.
In what follows we will essentially exploit the following

Lemma 3.1 ([5], Lernma 2). For convergence (Yz € M™) of a sequence of func-
tions {Sg, w}?zl to the function Syx in the space M™ it is necessary and sufficient, that
on every set H € 3, m(H) < oo, the following conditions hold:

1) limg oo m({t € H : g(t) € E}A{t € H : g(t) € E}) = 0 (here A denotes the
notion of the symmetric difference);

2) for any o >0

lim m({t € HNg~'(E) : [|lgx(t) — 9(B)l| > 0}) = 0;

k—o0
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3) the sequence {?_15(179167“1)};0:1 has equipotentially absolutely continuous inte-
grals.

In the following statements of this section we will assume that m(E) < co.

Theorem 3.1. Let X (E,X, m;R") and Xo(E, X, m;R") be (BFS) with condition
(A). Moreover, let X2 be a symmetric space. A sequence {Sg, : X1 — X2}72 | strongly
converges to a continuous operator Sy : X1 — Xy iff the following conditions are satis-
fied:

1) the sequence {Sg, w}z°=1 converges to Sgx for any x € X in the sense of measure;

2) supg> 1 {l1Sg: llx; +x2 } < € < oo

Proof. The necessity of the condition 1) follows from Theorem 1 in ( [6], p. 139), the
necessity of the condition 2) — from the Banach—-Steinhaus theorem (see, for example, [6],
p. 271). Let us prove the sufficiency. The set of continuous functions is dense everywhere
in X;. Indeed, in virtue of the Fréchet theorem (see, for example, p.63) for each measur-
able almost everywhere finite function x it is possible to find a sequence of continuous
functions {z;}$2, converging to z almost everywhere. Then the condition (A) implies
the convergence of {z;}72; to z in the norm of X;.
Let z : E — R™ be a uniformly continuous function. Let us show that

lim [|(Sg, — Sg)=llx, =0
k—o0
Indeed, the following inequality is true:

”(Sgkw - Sgw)”XQ < ”ng—l(E)ng—l(E)[(Ska - Sgw]”XQ +
+||ng_1(E)Ag_1(E)[(Sgkw = Sga]|lx,-

Here and below e stands for the characteristic function of the set e.
Now let us estimate every summand in the right hand side of the last inequality.
Since in the space X3 the condition (A) is satisfied, then the condition 1) of the
theorem implies that the difference

”ng—1 (E)ng—l(E)[(sgkw - Sgw]”XQ

tends to zero when k& — co. Then,

”ng—l(E)Ag—l(E)[(Sgkw — Sgz]|lxy < (I1(Sgs llx1 —+x4 +

HI(Sg lIx1=x2)llllxs 1x -

- lIxy < QCHwHXl||ng—1(E)Ag_1(E)||X2-

(B)Aag—1(E)
(E)Ag—l(E)”X2 depends on
m(gEI(E)Ag_l(E)) only (see [9], p.22) and therefore, by virtue of Lernma 3.1 it tends
to zero for k — oco.

Thus, the sequence {Sg, : X1 — Xz} tends to the operator Sy : X1 — X2 on
everywhere dense in X; set of continuous functions. Reference to the Banach—Steinhaus
theorem completes the proof. O

The essence of our assumption that the condition (A) is satisfied in the spaces X; and
X follows from the example of Ly, studied in [5]. Note finally that the spaces Ly, L7,
are symmetric and in £F,, as it has been mentioned in the section 2, the condition (A)
is fulfilled.

Definition 3.1 (see [10]). A convex function @ is called principal part of some N -
function M if Q(u) = M(u) for the large values of the argument wu.

Let M and M; be N - functions and let the superposition M[M; '] be a principal
part of some N - function Q.

By virtue of the symmetricity of X2 the value ||xg_1
k



157

Corollary 3.1. The sequence {Sg, : £}y — 81’\‘41};;1 strongly converges to the oper-
ator Sy : E3y — £y if the conditions

1. limy 00 m(g;, ' (E)Ag™'(B)) = 0;

2. for any o >0

Jim m({t € 97H(E) : llgr(®) — 9Ol > o}) = 0;

3.  supg>; { fgk_l(E) Q*(%(s»dm(s)} < oo

are satisfied.

Proof. The boundedness on the average of the sequence {( %}?ﬂ in LL, implies,

in virtue of the Vallée-Poussin theorem, the equipotential absolute continuity of the
integrals of this sequence. Thus, all the conditions of Lemma 3.1 are fulfilled, which
means that {Sg,z}°, converges in measure to Sgz for any z € £};. The condition

3) implies ( [10], p. 89) that supys{||“£L%E) || | } < oo. Then, in virtue of the
= Q*

dm

following estimate (see [4])

du(1, g, m) ‘
dm

Iellug, -1, <2| 1 +1

{Mm
we have supj>; ||Sgk||g;[_,glv&1 < o0. Thus, all the conditions of Theorem 3.1 are

fulfilled and the reference to this theorem completes the proof. [
The following two statements can be proved analogously.

Corollary 3.2. The sequence of operators {Sq, : £}, — 81’\‘4};;1 strongly converges
to the operator Sq : £F; — E7; if the conditions 1 and 2 of Corollary 3.1 and the

estimate
{Hdll‘(lygkym) } < oo
Ly

su
e dm

E>1

are satisfied.

Definition 3.2 (see [10]). N - functions M; and M are called equivalent (M; ~
M3), if there exist positive constants k1, k2, and uo such that
Ml(klu) < Mz(u) < Ml(kzu), U > Ug-

Definition 3.3 (see [10]). N - function satisfies the Ag - condition, where & is some
fixed N - function, if ®[M] ~ M.

Corollary 3.3. Let N - function M satisfy the Ag - condition. The sequence {Sg, :
Ey — 81’\‘4};;1 strongly converges to the operator Sy : £3; — £}, if the conditions 1
and 2 of Corollary 3.1 and the estimate

[ o (om0} <o

-1
g, (B
are satisfied.

For the completeness, let us quote a statement on the strong convergence of a sequence
of internal superposition operators in the Lebesgue spaces
L,(E, 2, m;R"), 1 < p < oo, from [5].

Consider a sequence of operators {S;}72 ;, defined as follows

(Sh2)(t) = Be(t)(Sq, 2)(t), t€E, k=12,..., (4)
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where By, k = 1,2,..., are n X n - matrices of measurable almost everywhere finite
functions from E into R.

The next corollary establishes conditions for the strong convergence of {S; : Ly —
L2}, 1<r<p<oo,toS:Ly — L, defined by the following equality

(S2)(t) = B()(Sgz)(?)- (5)

Corollary 3.4 (see [5]). Let VH € X, m(H) < o) the following conditions be valid:
1) limy oo m({t € H:b(t) #0, gu(t) € EJA{t € H:b(t) £0, g(t) € E}) = 0;
2) for any o >0

lim m({te HNg~ (B):b(®) £0, llow®) - g8l > o) =0

3) the sequence ?—:(l,gk, m)z°=1 has egquipotentially absolutely continuous integrals;

4) for any o >0
lim m({t€ Hng™ (B) : |B(t) - BOI > o)) =0,

d
5 sup{|| sewrom| | }<oo
g>1 Uldm Ll

—r

Then the sequence of operators
(kL - LI}, 1<r<p<oo,

strongly converges to the operator S : Ly — L.
Here by, (¢) = ||Br(¥)||, k=1,2,..., b)) =|B(#)

Let us point out that in the last corollary the only assumption on the measure is the
o - finiteness, i.e., the equality m(E) = oo is permitted.

In conclusion let us mention that some other types of convergence and connections
between them for a sequence of internal superposition operators are studied in [11], [12].
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