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Preface

This text is intended as a self-contained exposition of generalized linear
differential and integral equations whose solutions are in general regulated
functions (i.e. functions which can have only discontinuities of the first
kind). In particular, the problems studied below cover as their special cases
linear problems for systems with impulses. (For representative surveys of
results concerning systems with impulses see e.g. [4], [6] or [58].) Essen-
tially, the text is a collection of the papers [48], [49], [50], [51] and [52].
In comparison with the original versions of these papers, the notation used
was unified and the common preliminaries were summarized in Chapter 1.
Furthermore, some minor improvements of the exposition and corrections
of several misprints were included.

Chapter 2 is a compilation of the papers [48] and [49]. In this chap-
ter the properties of the Perron-Stieltjes integral with respect to regulated
functions are investigated. It is shown that linear continuous functionals
on the spaces GL[a, b] of functions regulated on [a, b] and left-continuous on
(a, b) and Greg[a, b] of functions regulated on [a, b] and regular on (a, b) may
be represented in the form

Φ(x) = q x(a) +

∫ b

a

p(t) d[x(t)],

where q ∈ R and p(t) is a function of bounded variation on [a, b]. Some
basic theorems (e.g. integration-by-parts formula, substitution theorem)
known for the Perron-Stieltjes integral with respect to functions of bounded
variation are extended to a more general case.

In Chapter 3 (cf. [52]) the continuous dependence of solutions to linear
generalized differential equations of the form

x(t) = x(0) +

∫ t

0

d[Ak(s)]x(s), t ∈ [0, 1]

on a parameter k ∈ N is discussed. In particular, known results due to
Š. Schwabik [41] and M. Ashordia [1] are extended or amended.

Boundary value problems of the form

x(t)− x(0)−

∫ t

0

d[A(s)]x(s) = f(t)− f(0), t ∈ [0, 1],

M x(0) +

∫ 1

0

K(τ) d[x(τ)] = r

and the corresponding controllability problems are dealt with in Chapter
4. (This chapter is based on the paper [49].) The adjoint problems are
given in such a way that the usual duality theorems are valid. As a special
case the interface boundary value problems are included. In contrast to
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the earlier papers (cf. e.g. [54], [46], [47], [43], [44] and the monograph
[45]) the right-hand side of the generalized differential equation as well as
the solutions of this equation can be in general regulated functions (not
necessarily of bounded variation). Similar problems in the space of regulated
functions were treated e.g. by Ch. S. Hönig [15], [17], [16], L. Fichmann [9]
and L. Barbanti [5], who made use of the interior (Dushnik) integral. In
our case the integral is the Perron-Stieltjes (Kurzweil) integral.

In Chapter 5 (cf. [51]) we investigate systems of linear integral equations
in the space Gn

L of n-vector valued functions which are regulated on the
closed interval [0, 1] and left-continuous on its interior (0, 1). In particular,
we are interested in systems of the form

x(t)−A(t)x(0) −

∫ 1

0

B(t, s) d[x(s)] = f(t),

where the n-vector valued function f and an n× n-matrix valued function
A are regulated on [0, 1] and left-continuous on (0, 1) and the entries of
B(t, .) have a bounded variation on [0, 1] for any t ∈ [0, 1] and the mapping
t ∈ [0, 1] 7→ B(t, .) is regulated on [0, 1] and left-continuous on (0, 1) as
the mapping with values in the space of n × n-matrix valued functions of
bounded variation on [0, 1]. We prove basic existence and uniqueness results
for the given equation and obtain the explicit form of its adjoint equation.
A special attention is paid to the Volterra (causal) type case. It is shown
that in that case the given equation possesses a unique solution for any right-
hand side from Gn

L, and its representation by means of resolvent operators
is given. The results presented cover e.g. the results known for systems of
linear Stieltjes integral equations

x(t) −

∫ 1

0

ds[K(t, s)]x(s) = g(t) or x(t)−

∫ t

0

ds[K(t, s)]x(s) = g(t).

The study of such equations in the space of functions of bounded variation
was initiated mainly by Š. Schwabik (see [35], [38] and [45]).



Chapter 1

Preliminaries

1.1 . Basic notions

Throughout this text we denote by N the set of positive integers, R is the
space of real numbers, Rm×n is the space of realm×n-matrices, Rn = Rn×1

stands for the space of real column n-vectors and R1×1 = R1 = R.
For a matrix A ∈ Rm×n, rank(A) denotes its rank and AT is its trans-

pose. Furthermore, the elements of A are usually denoted by ai,j , i =
1, 2, . . . ,m, j = 1, 2, . . . , n, and the norm |A| of A is defined by

|A| = max
j=1,2,...,n

m∑

i=1

|ai,j |.

We have

A = (ai,j)i=1,2,...,m
j=1,2,...,n

and AT = (aj,i)j=1,2,...,n
i=1,2,...,m

for A ∈ R
m×n

and

|x| =
n∑

i=1

|xi|, x
T = (x1, x2, . . . , xn) and |xT| = max

j=1,...,n
|xj | for x ∈ R

n.

Furthermore, for a matrix A ∈ R
m×n, its columns are denoted by a[j]

(A = (a[j])j=1,2,...,n). Obviously,

|A| = max
j=1,2,...,n

|a[j]| for all A ∈ R
m×n.

The symbols I and 0 stand respectively for the identity and the zero matrix
of the proper type. For an n×n-matrix A, det (A) denotes its determinant.

If −∞ < a < b < ∞, then [a, b] and (a, b) denote the corresponding
closed and open intervals, respectively. Furthermore, [a, b) and (a, b] are
the corresponding half-open intervals.
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The sets d = {t0, t1, . . . , tm} of points in the closed interval [a, b] such
that a = t0 < t1 < · · · < tm = b are called divisions of [a, b]. Given a
division d of [a, b], its elements are usually denoted by t0, t1, . . . , tm. The set
of all divisions of the interval [a, b] is denoted by D[a, b].

Given M ⊂ R, χM denotes its characteristic function (χM (t) = 1 if
t ∈M and χM (t) = 0 if t 6∈M.)

Finally, if X is a Banach space and M ⊂ X, then cl(M) stands for the
closure of M in X.

1.2 . Functions

Regulated functions 1.2.1. A function F : [a, b] 7→ Rm×n which has
limits

F (t+) = lim
τ→t+

F (τ) ∈ R
m×n and F (s−) = lim

τ→s−
F (τ) ∈ R

m×n

for all t ∈ [a, b) and all s ∈ (a, b] is said to be regulated on [a, b]. The
set of all m × n-matrix valued regulated functions on [a, b] is denoted by
Gm×n[a, b]. For F ∈ Gm×n[a, b], we put F (a−) = F (a) and F (b+) = F (b).
Furthermore, for any t ∈ [a, b] we define

∆+F (t) = F (t+)− F (t), ∆−F (t) = F (t)− F (t−)

and ∆F (t) = F (t+)− F (t−).

(In particular, we have ∆−F (a) = ∆+F (b) = 0, ∆F (a) = ∆+F (a) and
∆F (b)=∆−F (b).) We shall write Gn[a, b] instead of Gn×1[a, b], G1×1[a, b]=
G[a, b]. Obviously, F ∈ Gm×n[a, b] if and only if all its components fij :
[a, b] 7→ R are regulated on [a, b] (fij ∈ G[a, b] for i = 1, 2, . . . ,m, j =
1, 2, . . . , n).

It is known (cf. [15, Corollary 3.2a]) that if F ∈ Gm×n[a, b], then for any
ε>0 the set of points t ∈ [a, b] such that |∆+F (t)| > ε or |∆−F (t)| > ε is
finite. Consequently, for any F ∈ G[a, b] the set of its discontinuities in [a, b]
is countable. The subset of Gm×n[a, b] consisting of all functions regulated
on [a, b] and left-continuous on (a, b) will be denoted by Gm×n

L
[a, b].

The set of all functions F ∈ Gm×n[a, b] which are regular on (a, b), i.e.

2F (t) = F (t−) + F (t+) for all t ∈ (a, b),

will be denoted by Gm×n
reg

[a, b].
We define

‖F‖ = sup
t∈[a,b]

|F (t)| for F ∈ G
m×n[a, b].

Clearly, ‖F‖ < ∞ for any F ∈ G
m×n[a, b] and when endowed with this

norm, Gm×n[a, b] becomes a Banach space (cf. [15, Theorem 3.6]). As
Gm×n

L
[a, b] and Gm×n

reg
[a, b] are closed in Gm×n[a, b], they are also Banach

spaces.
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Functions of bounded variation 1.2.2. For F : [a, b] 7→ Rm×n its
variation varb

aF on the interval [a, b] is defined by

varb
aF = sup

d∈D[a,b]

m∑

j=1

|F (tj)− F (tj−1)|

(the supremum is taken over all divisions d = {t0, t1, . . . , tm} ∈ D[a, b] of
[a, b]). If varb

aF <∞, we say that the function F has a bounded variation
on the interval [a, b]. BVm×n[a, b] denotes the Banach space of m×n-matrix
valued functions of bounded variation on [a, b] equipped with the norm

F ∈ BV
m×n[a, b] 7→ ‖F‖BV = |F (a)|+ varb

aF.

Similarly as in the case of regulated functions, We shall write BVn[a, b]
instead of BVn×1[a, b] and BV[a, b] instead of BV1×1[a, b]. F ∈ BVm×n[a, b]
if and only if fij ∈ BV[a, b] for all i = 1, 2, . . . ,m and j = 1, 2, , . . . , n.

A function f : [a, b] 7→ R is called a finite step function on [a, b]
if there exists a division {t0, t1, . . . , tm} of [a, b] such that f is constant
on every open interval (tj−1, tj), j = 1, 2, . . . ,m. The set of all finite step
functions on [a, b] is denoted by S[a, b]. It is known that S[a, b] is dense in
G[a, b] (cf. [15, Theorem 3.1]). It means that f : [a, b] 7→ R is regulated if
and only if it is a uniform limit on [a, b] of a sequence of finite step functions.

A function f : [a, b] 7→ R is called a break function on [a, b] if there
exist sequences

{tk}
∞
k=1 ⊂ [a, b], {c−k }

∞
k=1 ⊂ R and {c+k }

∞
k=1 ⊂ R

such that tk 6= tj for k 6= j, c−k = 0 if tk = a, c+k = 0 if tk = b,

∞∑

k=1

(|c−k |+ |c+k |) <∞

and

f(t) =
∑

tk≤t

c−k +
∑

tk<t

c+k for t ∈ [a, b] (1.2.1)

or equivalently

f(t) =

∞∑

k=1

c−k χ[tk,b](t) + c+k χ(tk,b](t) for t ∈ [a, b].

Clearly, if f is given by (1.2.1), then

∆+f(tk) = c+k and ∆−f(tk) = c−k for k ∈ N.

Furthermore, for any such function we have

f(a) = 0, f(t−) = f(t) = f(t+) if t ∈ [a, b] \ {tk}
∞
k=1

and
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varb
af =

∞∑

k=1

(|c−k |+ |c+k |).

The set of all break functions on [a, b] is denoted by B[a, b]. Notice that
neither S[a, b] nor B[a, b] are closed in G[a, b].

It is known that for any f ∈ BV[a, b] there exist uniquely determined
functions fC ∈ BV[a, b] and fB ∈ BV[a, b] such that fC is continuous on
[a, b], fB is a break function on [a, b] and f(t) = fC(t) + fB(t) on [a, b] (the
Jordan decomposition of f ∈ BV[a, b]). In particular, if W = {wk}k∈N

is the set of discontinuities of f in [a, b], then

fB(t) =
∞∑

k=1

(
∆−f(wk)χ[wk ,b](t) + ∆+f(wk)χ(wk,b](t)

)
on [a, b]. (1.2.2)

Moreover, if we define

fB

n (t) =

n∑

k=1

(
∆−f(wk)χ[wk,b](t) + ∆+f(wk)χ(wk,b](t)

)
(1.2.3)

for t ∈ [a, b] and n ∈ N then

lim
n→∞

‖fB

n − fB‖BV = 0

(cf. e.g. [45, the proof of Lemma I.4.23]). Obviously,

S[a, b] ⊂ B[a, b] ⊂ BV[a, b] ⊂ G[a, b].

For more details concerning regulated functions or functions of bounded
variation see the monographs by G. Aumann [3], T. H. Hildebrandt [14] and
Ch. S. Hönig [15] and the papers by D. Fraňková [10] and [11].

1.2.3. As usual, the space of m × n-matrix valued functions continuous
on [a, b] is denoted by Cm×n[a, b] and the space of m × n-matrix valued
functions Lebesgue integrable on [a, b] is denoted by L

m×n
1 [a, b]. For given

F ∈ L
m×n
1 [a, b] and G ∈ Cm×n[a, b], the corresponding norms are defined

by

‖F‖L1
=

∫ b

a

|F (t)| dt and ‖G‖C = ‖g‖ = sup
t∈[a,b]

|G(t)|.

Again, C
n×1[a, b] = C

n[a, b], C
1×1[a, b] = C[a, b], L

n×1
1 [a, b] = L

n
1 [a, b] and

L
1×1
1 [a, b] = L1 [a, b]. Moreover, the space of m× n-matrix valued functions

absolutely continuous on [a, b] is denoted by ACm×n[a, b], ACn×1[a, b] =
ACn[a, b], AC1×1[a, b] = AC[a, b], and

‖F‖AC = |F (a)|+ ‖F ′‖L1
for F ∈ AC

n×n[a, b].
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Notation 1.2.4. If [a, b] = [0, 1], we write simply G instead of G[0, 1].
Similar abbreviations are used for all the other symbols for function spaces
introduced in this chapter.

Functions of two real variables 1.2.5. Let −∞ < a < b < ∞,

−∞ < c < d < ∞ and let F : [c, d] × [a, b] 7→ Rm×n. If t ∈ [c, d] and
s ∈ [a, b] are given, then the symbols varb

a F (t, .) and vard
c F (., s) denote the

variations of the functions

F (t, .) : τ ∈ [a, b] 7→ F (t, τ) ∈ R
m×n

and

F (., s) : τ ∈ [c, d] 7→ F (τ, s) ∈ R
m×n,

respectively. Furthermore, for s ∈ [a, b] we put

∆−
1 F (τ, s) = F (τ, s)− F (τ−, s) if τ ∈ (c, d], ∆−

1 F (c, s) = 0

and

∆+
1 F (τ, s) = F (τ+, s)− F (τ, s) if τ ∈ [c, d), ∆+

1 F (d, s) = 0.

Similarly, for t ∈ [c, d] we put

∆−
2 F (t, σ) = F (t, σ)− F (t, σ−) if σ ∈ (a, b], ∆−

2 F (t, a) = 0

and

∆+
2 F (t, σ) = F (t, σ+)− F (t, σ) if σ ∈ [a, b), ∆+

2 F (t, b) = 0.

The symbol v[c,d]×[a,b] (F ) stands for the Vitali variation of F on
[c, d]× [a, b] defined by

v [c,d]×[a,b] (F ) =

= sup
D

m∑

i,j=1

|F (ti, sj)− F (ti−1, sj)− F (ti, sj−1) + F (ti−1, sj−1)| <∞,

where the supremum is taken over all net subdivisions

D =
{
c = t0 < t1 < · · · < tm = d; a = s0 < s1 < · · · < sm = b

}

of the interval [c, d]× [a, b]. We say that the function F has a bounded Vitali
variation on [c, d]× [a, b] if v[c,d]×[a,b] (F ) <∞. Moreover, F is said to be of
strongly bounded variation on [c, d]× [a, b] if

v [c,d]×[a,b] (F ) + varb
aF (c, .) + vard

cF (., a) <∞.

The set of n× n-matrix valued functions of strongly bounded variation on
[c, d]× [a, b] is denoted by SBVn×n([c, d]× [a, b]).

If no misunderstanding can arise, instead of v[c,d]×[a,b] (F ) we shall write

simply v (F ) and instead of SBVn×n([0, 1]× [0, 1]) we shall write SBVn×n.

(For the basic properties of the Vitali variation and of the set SBV, see [14,
Section III.4] and [45, Section I.6].)
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1.3 . Integrals and operators

Perron-Stieltjes integral 1.3.1. The integrals which occur in this text
are Perron - Stieltjes integrals. We will work with the following definition
which is a special case of the definition due to J. Kurzweil [19]:

Let −∞<a<b<∞. The couples D=(d, ξ), where d={t0, t1, . . . , tm}∈
D[a, b] is a division of [a, b] and ξ = (ξ1, ξ2, . . . , ξm) ∈ Rm is such that

tj−1 ≤ ξj ≤ tj for all j = 1, 2, . . . ,m

are called partitions of [a, b]. The set of all partitions of the interval [a, b] is
denoted by P [a, b]. An arbitrary positive valued function δ : [a, b] 7→ (0,∞)
is called a gauge on [a, b]. Given a gauge δ on [a, b], the partition (d, ξ) of
[a, b] is said to be δ-fine if

[tj−1, tj ] ⊂ (ξj − δ(ξj), ξj + δ(ξj)) for any j = 1, 2, . . . ,m.

For given functions f, g : [a, b] 7→ R and a partition D = (d, ξ) ∈ P [a, b] of
[a, b] let us define

SD(f ∆g) =

m∑

j=1

f(ξj) [g(tj)− g(tj−1)].

We say that I ∈ R is the Kurzweil integral of f with respect to g from
a to b and denote

I =

∫ b

a

f(t) d[g(t)] or I =

∫ b

a

f dg

if for any ε > 0 there exists a gauge δ on [a, b] such that

|I − SD(f ∆g)| < ε for all δ − fine partitions D of [a, b].

For the definition of the Kurzweil integral it is necessary to mention the
fundamental fact that given an arbitrary gauge δ on [a, b], the set of all δ-fine
partitions of [a, b] is non-empty (Cousin’s lemma). The Perron-Stieltjes
integral with respect to a function not necessarily of bounded variation
was defined by A. J. Ward [55] (cf. also S. Saks [32, Chapter VI]). It can
be shown that the Kurzweil integral is equivalent to the Perron-Stieltjes
integral (cf. [36, Theorem 2.1], where the assumption g ∈ BV[a, b] is not
used in the proof and may be omitted). Consequently, the Riemann-Stieltjes
integral (both of the norm type and of the σ-type, cf. [14]) is its special
case. The relationship between the Kurzweil integral, the σ-Young-Stieltjes
integral and the Perron-Stieltjes integral was described by Š. Schwabik (cf.
[36] and [37]).

It is well known (cf. e.g. [45, Theorems I.4.17, I.4.19 and Corollary
I.4.27] that if f ∈ G[a, b] and g ∈ BV[a, b], then the integral

∫ b

a

f dg
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exists and the inequality

∣∣∣∣
∫ b

a

f dg

∣∣∣∣ ≤ ‖f‖ varb
ag

is true. The Kurzweil integral is an additive function of interval and pos-
sesses the usual linearity properties. For the proofs of these assertions and
some more details concerning the Kurzweil integral with respect to functions
of bounded variation see e.g. [19], [21], [40] and [45].

For matrix valued functions F : [a, b] 7→ Rp×q and G : [a, b] 7→ Rq×n

such that all integrals

∫ b

a

fi,k(t) d[gk,j(t)] (i = 1, 2, . . . , p; k = 1, 2, . . . , q; j = 1, 2, . . . , n)

exist (i.e. they have finite values), the symbol

∫ b

a

F (t) d[G(t)] (or more simply

∫ b

a

F dG)

stands for the p× n−matrix M with the entries

mi,j =

q∑

k=1

∫ b

a

fi,k d[gk,j ] (i = 1, 2, . . . , p; j = 1, 2, . . . , n).

The integrals

∫ b

a

d[F ]G and

∫ b

a

F d[G]H

for matrix valued functions F, G and H of proper types are defined analo-
gously.

Linear operators 1.3.2. For linear spaces X and Y, the symbols L(X,Y)
and K(X,Y) denote the linear space of linear bounded mappings of X into
Y and the linear space of linear compact mappings of X into Y, respectively.
If X = Y we write L(X) and K(X). If A ∈ L (X,Y), then R (A ), N (A )
and A

∗ denote its range, null space and adjoint operator, respectively. For
P ⊂ Y and A ∈ L(X,Y), the symbol A −1(P ) denotes the set of all x ∈ X

for which A x ∈ P.



Chapter 2

Regulated Functions and

the Perron-Stieltjes

Integral

2.1 . Introduction

This chapter deals with the space G[a, b] of regulated functions on a com-
pact interval [a, b]. It is known that when equipped with the supremal norm
G[a, b] becomes a Banach space, and linear bounded functionals on its sub-
space GL[a, b] of functions regulated on [a, b] and left-continuous on (a, b)
can be represented by means of the Dushnik-Stieltjes (interior) inte-
gral . This result is due to H. S. Kaltenborn [18], cf. also Ch. S. Hönig [15,
Theorem 5.1]. Together with the known relationship between the Dushnik-
Stieltjes integral, the σ-Young-Stieltjes integral and the Perron-Stieltjes
integral (cf. Ch. S. Hönig [16] and Š. Schwabik [36], [37]) this enables us
to see that Φ is a linear bounded functional on GL[a, b] if and only if there
exists a real number q and a function p(t) of bounded variation on [a, b]
such that

Φ(x) = q x(a) +

∫ b

a

p(t) d[x(t)] for any x ∈ GL[a, b],

where the integral is the Perron-Stieltjes integral. We will give here the proof
of this fact based only on the properties of the Perron-Stieltjes integral. To
this aim, the proof of existence of the integral

∫ b

a

f(t) d[g(t)]

for any function f of bounded variation on [a, b] and any function g reg-
ulated on [a, b] is crucial. Furthermore, we will prove extensions of some

12
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theorems (e.g. integration-by-parts and substitution theorems) needed for
dealing with generalized differential equations and Volterra-Stieltjes inte-
gral equations in the space G[a, b]. Finally, a representation of a general
linear bounded functional on the space of regular regulated functions on a
compact interval is given.

Since we will make use of some of the properties of the σ-Riemann-
Stieltjes integral , let us indicate here the proof that this integral is
included in the Kurzweil integral. (For the definition of the σ-Riemann-
Stieltjes integral, see e.g. [14, Sec. II.9].)

2.2 . Preliminaries

Proposition 2.2.1. Let f, g : [a, b] 7→ R and let I ∈ R be such that the
σ-Riemann-Stieltjes integral

σ

∫ b

a

f dg exists and equals I.

Then the Perron-Stieltjes integral

∫ b

a

f dg exists and equals I,

as well.

Proof. Let

σ

∫ b

a

f dg = I ∈ R,

i.e., for any ε > 0 there is a division d0 = {s0, s1 . . . , sm0
} ∈ D[a, b] of [a, b]

such that

|SD(f ∆g)− I | < ε

is true for any partition D = (d, ξ) ∈ P [a, b] of [a, b] such that d ∈ D[a, b]
is a refinement of d0. Let us define

δε(t) =

{
1
2 min{|t− sj |; j = 0, 1, . . . ,m0} if t 6∈ d0,

ε if t ∈ d0.

Let a partition D=(d, ξ)∈P [a, b], d={t0, t1, . . . , tm}, ξ=(ξ1, ξ2, . . . , ξm)T,

be given. Then D is δε−fine only if for any j = 1, 2, . . . ,m0 there is an
index ij such that sj = ξij

. Furthermore, we have

SD(f ∆g) =
m∑

j=1

[
[f(ξj) [g(tj)− g(ξj)] + f(ξj) [g(ξj)− g(tj−1)]

]
.
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Consequently, for any δε−fine partitionD = (d, ξ) of [a, b] the corresponding
integral sum SD(f ∆g) equals the integral sum SD′(f ∆g) corresponding to
a partition D′ = (d′, ξ′), where d′ is a division of [a, b] such that d0 ⊂ d′.

Hence

|SD′(f ∆g)− I | < ε.

This means that the Kurzweil integral
∫ b

a
f dg exists and

∫ b

a

f dg = σ

∫ b

a

f dg = I

is true.

To prove the existence of the Perron-Stieltjes integral
∫ b

a
f dg for any

f ∈ BV[a, b] and any g ∈ G[a, b] in Theorem 2.3.8 the following assertion is
helpful.

Proposition 2.2.2. Let f ∈ BV[a, b] be continuous on [a, b] and let g ∈

G[a, b], then both the σ-Riemann-Stieltjes integrals σ

∫ b

a

f dg and σ
∫ b

a
g df

exist.

Proof. Let f ∈ BV[a, b] which is continuous on [a, b] and g ∈ G[a, b] be
given. According to the integration-by-parts formula [14, II.11.7] for σ-
Riemann-Stieltjes integrals, to prove the lemma it is sufficient to show that

the integral σ
∫ b

a
g df exists.

First, let us assume that an arbitrary τ ∈ [a, b] is given and g = χ[a,τ ].

Let us put

d0 =

{
{a, b} if τ = a or τ = b,

{a, τ, b} if τ ∈ (a, b).

It is easy to see that then for any partition D = (d, ξ) such that

d0 ⊂ d = {t0, t1, . . . , tm}

we have τ = tk for some k ∈ {0, 1, . . . ,m} and

SD(g∆f) =

{
f(τ) − f(a) if ξk+1 > τ,

f(tk+1)− f(a) if ξk+1 = τ.

Since f is assumed to be continuous, it is easy to show that for a given ε > 0
there exists a division d∗ of [a, b] such that d0 ⊂ d∗ and

|SD(g∆f)− [f(τ)− f(a)]| < ε
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is true for any partition D = (d, ξ) of [a, b] with d∗ ⊂ d, i.e.

σ

∫ b

a

χ[a,τ ] df = f(τ)− f(a) for all τ ∈ [a, b].

By a similar argument we could also show the following relations:

σ

∫ b

a

χ[a,τ) df = f(τ)− f(a) for all τ ∈ (a, b],

σ

∫ b

a

χ[τ,b] df = f(b)− f(τ) for all τ ∈ [a, b],

and

σ

∫ b

a

χ(τ,b] df = f(b)− f(τ) for all τ ∈ [a, b).

Since any finite step function is a linear combination of functions χ[τ,b]

(a ≤ τ ≤ b) and χ(τ,b] (a ≤ τ < b), it follows that the integral

σ

∫ b

a

g df

exists for any f ∈ BV[a, b] continuous on [a, b] and any g ∈ S[a, b].
Now, if g ∈ G[a, b] is arbitrary, then there exists a sequence {gn}∞k=1

⊂ S[a, b] such that

lim
n→∞

‖gn − g‖ = 0.

Since by the preceding part of the proof of the lemma all the integrals

σ
∫ b

a
gn df have a finite value, by means of the convergence theorem [14,

Theorem II.15.1] valid for σ-Riemann-Stieltjes integrals we obtain that the

integral σ
∫ b

a
g df exists and the relation

lim
n→∞

σ

∫ b

a

gn df = σ

∫ b

a

g df ∈ R

holds. This completes the proof.

A direct corollary of Proposition 2.2.2 and of [14, Theorem II.13.17] is
the following assertion which will be helpful for the proof of the integration-
by-parts formula, Theorem 2.3.15. (Of course, we could prove it as well by
an argument similar to that used in the proof of Proposition 2.2.2.)

Corollary 2.2.3. Let f ∈ BV[a, b] and g ∈ G[a, b]. Let

∆+f(t) ∆+g(t) = ∆−f(t) ∆−g(t) = 0 for all t ∈ (a, b).
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Then both the σ-Riemann-Stieltjes integrals

σ

∫ b

a

f dg and σ

∫ b

a

g df

exist.

2.3 . Perron-Stieltjes integral with respect to

regulated functions

In this section we deal with the integrals

∫ b

a

f(t) d[g(t)] and

∫ b

a

g(t) d[f(t)],

where f ∈ BV[a, b] and g ∈ G[a, b]. We prove some basic theorems (integra-
tion-by-parts formula, convergence theorems, substitution theorem and un-
symmetric Fubini theorem) needed in the theory of Stieltjes integral equa-
tions in the space G[a, b]. However, our first task is the proof of existence

of the integral
∫ b

a
f dg for any f ∈ BV[a, b] and any g ∈ G[a, b]. First, we

will consider some simple special cases.

Proposition 2.3.1. Let g ∈ G[a, b] and τ ∈ [a, b]. Then

∫ b

a

χ[a,τ ] dg = g(τ+)− g(a), (2.3.1)

∫ b

a

χ[a,τ) dg = g(τ−)− g(a), (2.3.2)

∫ b

a

χ[τ,b] dg = g(b)− g(τ−), (2.3.3)

∫ b

a

χ(τ,b] dg = g(b)− g(τ+) (2.3.4)

and ∫ b

a

χ[τ ] dg = g(τ+)− g(τ−), (2.3.5)

where χ[a)(t) ≡ χ(b](t) ≡ 0 and the convention g(a−) = g(a), g(b+) = g(b)
is used.

Proof. Let g ∈ G[a, b] and τ ∈ [a, b] be given.
a) Let f = χ[a,τ ]. It follows immediately from the definition that

∫ τ

a

f dg = g(τ)− g(a).
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In particular, (2.3.1) holds in the case τ = b. Assume τ ∈ [a, b). Let ε > 0
be given and let

δε(t) =

{
1
2 |τ − t| if τ < t ≤ b,

ε if t = τ.

It is easy to see that any δε−fine partition D = (d, ξ) of [τ, b] must satisfy

ξ1 = t0 = τ, t1 < τ + ε and SD(f ∆g) = g(t1)− g(τ).

Consequently,

∫ b

τ

f dg = g(τ+)− g(τ)

and ∫ b

a

f dg =

∫ τ

a

f dg +

∫ b

τ

f dg

= g(τ)− g(a) + g(τ+)− g(τ) = g(τ+)− g(a),

i.e. the relation (2.3.1) is true for every τ ∈ [a, b].
b) Let f = χ[a,τ). If τ = a, then f ≡ 0, g(τ−)− g(a) = 0 and (2.3.2) is

trivial. Let τ ∈ (a, b]. For a given ε > 0, let us define a gauge δε on [a, τ ] by

δε(t) =

{
1
2 |τ − t| if a ≤ t < τ,

ε if t = τ.

Then for any δε−fine partition D = (d, ξ) of [a, τ ] we have

tm = ξm = τ, tm−1 < τ − ε and SD(f ∆g) = g(tm−1)− g(a).

It follows immediately that

∫ τ

a

f dg = g(τ−)− g(a)

and in view of the obvious identity

∫ b

τ

f dg = 0,

this implies (2.3.2).
c) The remaining relations follow from (2.3.1), (2.3.2) and from the

equalities

χ[τ,b] = χ[a,b] − χ[a,τ), χ(τ,b] = χ[a,b] − χ[a,τ ] and

χ[τ ] = χ[a,τ ] − χ[a,τ).
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Remark 2.3.2. Since any finite step function is a linear combination of
functions χ[τ,b] (a ≤ τ ≤ b) and χ(τ,b] (a ≤ τ < b), it follows immediately

from Proposition 2.3.1 that the integral
∫ b

a
f dg exists for any f ∈ S[a, b]

and any g ∈ G[a, b].

Other simple cases are covered by

Proposition 2.3.3. Let τ ∈ [a, b]. Then for any function f : [a, b] 7→ R

the following relations are true

∫ b

a

f dχ[a,τ ] =

{
−f(τ) if τ < b,

0 if τ = b,
(2.3.6)

∫ b

a

f dχ[a,τ) =

{
−f(τ) if τ > a,

0 if τ = a,
(2.3.7)

∫ b

a

f dχ[τ,b] =

{
f(τ) if τ > a,

0 if τ = a,
(2.3.8)

∫ b

a

f dχ(τ,b] =

{
f(τ) if τ < b,

0 if τ = b
(2.3.9)

and

∫ b

a

f dχ[τ ] =






−f(a) if τ = a,

0 if a < τ < b,

f(b) if τ = b,

(2.3.10)

where χ[a)(t) ≡ χ(b](t) ≡ 0 and the convention g(a−) = g(a), g(b+) = g(b)
is used.

For the proof see [45, I.4.21 and I.4.22].

Corollary 2.3.4. Let W = {w1, w2, . . . , wn} ⊂ [a, b], c ∈ R and h :
[a, b] 7→ R be such that

h(t) = c for all t ∈ [a, b] \W. (2.3.11)

Then ∫ b

a

f dh = f(b) [h(b)− c]− f(a) [h(a)− c] (2.3.12)

is true for any function f : [a, b] 7→ R.

Proof. A function h : [a, b] 7→ R fulfils (2.3.11) if and only if

h(t) = c+

n∑

k=1

[h(wj)− c]χ[wj ](t) on [a, b].
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Thus the formula (2.3.12) follows from (2.3.6) (with τ = b) and from
(2.3.10).

Remark 2.3.5. It is well known (cf. [45, I.4.17] or [40, Theorem 1.22])
that if g ∈ BV[a, b], h : [a, b] 7→ R and hn : [a, b] 7→ R, n ∈ N, are such that∫ b

a
hn dg exist for any n ∈ N and limn→∞ ‖hn − h‖ = 0, then

∫ b

a
h dg exists

and

lim
n→∞

∫ b

a

hn dg =

∫ b

a

h dg (2.3.13)

is true. To prove an analogous assertion for the case g ∈ G[a, b] we need
the following auxiliary assertion.

Lemma 2.3.6. Let f ∈ BV[a, b] and g ∈ G[a, b]. Then the inequality

|SD(f ∆g)| ≤
(
f(a)|+ |f(b)|+ varb

a f
)
‖g‖ (2.3.14)

is true for an arbitrary partition D of [a, b].

Proof. For an arbitrary partition D = (d, ξ) of [a, b] we have (putting ξ0 = a

and ξm+1 = b)

|SD(f ∆g)| = |f(b) g(b)− f(a) g(a)−
m+1∑

j=1

[f(ξj)− f(ξj−1)] g(tj−1)|

≤
(
|f(b)|+ |f(a)|+

m+1∑

j=1

|f(ξj)− f(ξj−1)|
)
‖g‖

≤
(
|f(a)|+ |f(b)|+ varb

a f
)
‖g‖.

Theorem 2.3.7. Let g ∈ G[a, b] and let hn, h : [a, b] 7→ R be such that

∫ b

a

hn dg exists for any n ∈ N and lim
n→∞

‖hn − h‖BV = 0.

Then
∫ b

a
h dg exists and (2.3.13) is true.

Proof. Since

|f(b)| ≤ |f(a)|+ |f(b)− f(a)| ≤ |f(a)|+ varb
a f,

we have by (2.3.14)

|SD((hm − hk) ∆g)| ≤ 2 ‖hm − hk‖BV ‖g‖
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for all m, k ∈ N and all partitions D of [a, b]. Consequently,

∣∣∣∣
∫ b

a

(hm − hk) dg

∣∣∣∣ ≤ 2 ‖hm − hk‖BV ‖g‖

holds for all m, k ∈ N. This immediately implies that there is an I ∈ R such
that

lim
n→∞

∫ b

a

hn dg = I.

It remains to show that

I =

∫ b

a

h dg. (2.3.15)

For a given ε > 0, let n0 ∈ N be such that

∣∣∣∣
∫ b

a

hn0
dg − I

∣∣∣∣ < ε and ‖hn0
− h‖BV < ε, (2.3.16)

and let δε be such a gauge on [a, b] that

∣∣∣∣SD(hn0
∆g)−

∫ b

a

hn0
dg

∣∣∣∣ < ε (2.3.17)

for all δε−fine partitions D of [a, b]. Given an arbitrary δε−fine partition D
of [a, b], we have by (2.3.16), (2.3.17) and Lemma 2.3.6

|I − SD(h∆g)| ≤

∣∣∣∣I −
∫ b

a

hn0
dg

∣∣∣∣ +

∣∣∣∣
∫ b

a

hn0
dg − SD(hn0

∆g)

∣∣∣∣

+
∣∣SD(hn0

∆g)− SD(h∆g)
∣∣ ≤ 2 ε+ |SD([hn0

− h] ∆g)|

≤ 2 ε+ 2 ‖hn0
− h‖BV ‖g‖ ≤ 2 ε (1 + ‖g‖)

wherefrom the relation (2.3.15) immediately follows. This completes the
proof of the theorem.

Now we can prove

Theorem 2.3.8. Let f ∈ BV[a, b] and g ∈ G[a, b]. Then the integral∫ b

a

f dg exists and the inequality

∣∣∣∣
∫ b

a

f dg

∣∣∣∣ ≤
(
|f(a)|+ |f(b)|+ varb

a f
)
‖g‖ (2.3.18)

is true.
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Proof. Let f ∈ BV[a, b] and g ∈ G[a, b] be given. Let W = {wk}k∈N be
the set of discontinuities of f in [a, b] and let f = fC + fB be the Jordan
decomposition of f (i.e., fC is continuous on [a, b] and fB is given by (1.2.2)).
We have

lim
n→∞

‖fB

n − fB‖BV = 0

for fB

n , n ∈ N, given by (1.2.3). By (2.3.3) and (2.3.4),

∫ b

a

fB

n dg =

=

n∑

k=1

[∆+f(wk) (g(b)− g(wk+)) + ∆−f(wk) (g(b)− g(wk−))] (2.3.19)

holds for any n ∈ N. Thus according to Theorem 2.3.7 the integral
∫ b

a
fB dg

exists and

∫ b

a

fB dg = lim
n→∞

∫ b

a

fB

n dg. (2.3.20)

The integral
∫ b

a
fC dg exists as the σ-Riemann-Stieltjes integral by Propo-

sition 2.2.2. This means that
∫ b

a
f dg exists and

∫ b

a

f dg =

∫ b

a

fC dg +

∫ b

a

fB dg =

∫ b

a

fC dg + lim
n→∞

∫ b

a

fB

n dg.

The inequality (2.3.18) follows immediately from Lemma 2.3.6.

Remark 2.3.9. Since

∞∑

k=1

∣∣[∆+f(wk) (g(b)− g(wk+)) + ∆−f(wk) (g(b)− g(wk−))]
∣∣

≤ 2 ‖g‖
∞∑

k=1

(|∆+f(wk)|+ |∆−f(wk)|) ≤ 2 ‖g‖ (varb
a f) <∞,

we have in virtue of (2.3) and (2.3.20)

∫ b

a

fB dg =

=

∞∑

k=1

[∆+f(wk) (g(b)− g(wk+)) + ∆−f(wk) (g(b)− g(wk−))]. (2.3.21)

As a direct consequence of Theorem 2.3.8 we obtain
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Corollary 2.3.10. Let hn ∈ G[a, b], n ∈ N, and let h ∈ G[a, b] be such
that

lim
n→∞

‖hn − h‖ = 0.

Then for any f ∈ BV[a, b] the integrals

∫ b

a

f dh and

∫ b

a

f dhn, n ∈ N

exist and

lim
n→∞

∫ b

a

f dhn =

∫ b

a

f dh.

Lemma 2.3.11. Let h : [a, b] 7→ R, c ∈ R and W = {wk}k∈N ⊂ [a, b] be
such that (2.3.11) and

∞∑

k=1

|h(wk)− c| <∞ (2.3.22)

hold. Furthermore, for n ∈ N, let us put Wn = {w1, w2, . . . , wn} and

hn(t) =

{
c if t ∈ [a, b] \Wn,

h(t) if t ∈Wn.
(2.3.23)

Then hn ∈ BV[a, b] for any n ∈ N, h ∈ BV[a, b] and

lim
n→∞

‖hn − h‖BV = 0. (2.3.24)

Proof. The functions hn, n ∈ N, and h evidently have a bounded variation
on [a, b]. For a given n ∈ N, we have

hn(t)− h(t) =

{
0 if t ∈Wn or t ∈ [a, b] \W

c− hn(t) if t = wk for some k > n.

Thus,

lim
n→∞

hn(t) = h(t) on [a, b] (2.3.25)

and, moreover,

m∑

j=1

∣∣(hn(tj)− h(tj))− (hn(tj−1)− h(tj−1))
∣∣ ≤ 2

∞∑

k=n+1

|h(wk)− c|

holds for any n ∈ N and any division {t0, t1, . . . , tm} of [a, b]. Consequently,

varb
a (hn − h) ≤ 2

∞∑

k=n+1

|h(wk)− c| (2.3.26)
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is true for any n ∈ N. In virtue of the assumption (2.3.22) the right-hand
side of (2.3.26) tends to 0 as n → ∞. Hence (2.3.24) follows from (2.3.25)
and (2.3.26).

Proposition 2.3.12. Let h : [a, b] 7→ R, c ∈ R and W = {wk}k∈N be
such that (2.3.11) and (2.3.22) hold. Then

∫ b

a

h dg =

∞∑

k=1

[h(wk)− c] ∆g(wk) + c [g(b)− g(a)]

is true for any g ∈ G[a, b].

Proof. Let g ∈ G[a, b] be given. Let Wn = {w1, w2, . . . , wn} for n ∈ N and
let the functions hn, n ∈ N, be given by (2.3.23). Given an arbitrary n ∈ N,

then (2.3.1) (with τ = b) and (2.3.5) from Proposition 2.3.1 imply

∫ b

a

hn dg =

n∑

k=1

[h(wk)− c] ∆g(wk) + c [g(b)− g(a)].

Since (2.3.22) yields

n∑

k=1

|[h(wk)− c] ∆g(wk)| ≤ 2 ‖g‖
∞∑

k=1

|h(wk)− c| <∞

and Lemma 2.3.11 implies

lim
n→∞

‖hn − h‖BV = 0,

we can use Theorem 2.3.7 to prove that

∫ b

a

h dg = lim
n→∞

∫ b

a

hn dg =

∞∑

k=1

[h(wk)− c] ∆g(wk) + c [g(b)− g(a)].

Proposition 2.3.13. Let h : [a, b] 7→ R, c ∈ R and W = {wk}k∈N fulfil
(2.3.11). Then

∫ b

a

f dh = f(b) [h(b)− c]− f(a) [h(a)− c] (2.3.27)

is true for any f ∈ BV[a, b].

Proof. Let f ∈ BV[a, b]. For a given n ∈ N, let Wn = {w1, w2, . . . , wn} and
let hn be given by (2.3.23). Then

lim
n→∞

‖hn − h‖ = 0. (2.3.28)
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Indeed, let ε > 0 be given and let n0 ∈ N be such that k ≥ n0 implies

|h(wk)− c| < ε. (2.3.29)

(Such an n0 exists since |h(wk) − c| = |∆−h(wk)| = |∆+h(wk)| for any
k ∈ N and the set of those k ∈ N for which the inequality (2.3.29) does not
hold may be only finite.) Now, for any n ≥ n0 and any t ∈ [a, b] such that
t = wk for some k > n (t ∈W \Wn) we have

|hn(t)− h(t)| = |hn(wk)− h(wk)| = |c− h(wk)| < ε.

Since hn(t) = h(t) for all the other t ∈ [a, b] (t ∈
(
[a, b]\W

)
∪Wn), it follows

that |hn(t)− h(t)| < ε on [a, b], i.e.

‖hn − h‖ < ε.

This proves the relation (2.3.28).

By Corollary 2.3.4 we have for any n ∈ N

∫ b

a

f dhn = f(b) [h(b)− c]− f(a) [h(a)− c].

Making use of (2.3.28) and Corollary 2.3.10 we obtain

∫ b

a

f dh = lim
n→∞

∫ b

a

f dhn = f(b) [h(b)− c]− f(a) [h(a)− c].

Corollary 2.3.14. Let h ∈ BV[a, b], c ∈ R and W = {wk}k∈N fulfil
(2.3.11). Then (2.3.27) is true for any f ∈ G[a, b].

Proof. By Proposition 2.3.12, (2.3.27) is true for any f ∈ BV[a, b]. Making
use of the density of S[a, b] ⊂ BV[a, b] in G[a, b] and of the convergence
theorem mentioned in Remark 2.3.5 we complete the proof of this asser-
tion.

Theorem 2.3.15. (Integration-by-parts) Let f ∈ BV[a, b] and g ∈

G[a, b]. Then both the integrals

∫ b

a

f dg and

∫ b

a

g df exist and

∫ b

a

f dg +

∫ b

a

g df = f(b) g(b)− f(a) g(a)

+
∑

t∈[a,b]

[∆−f(t) ∆−g(t)−∆+f(t) ∆+g(t)]. (2.3.30)
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Proof. The existence of the integral
∫ b

a
g df is well known and the existence

of
∫ b

a
g df is guaranteed by Theorem 2.3.8. Furthermore,

∫ b

a

f dg +

∫ b

a

g df =

∫ b

a

f(t) d[g(t) + ∆+g(t)] +

∫ b

a

g(t) d[f(t)−∆−f(t)]

−

∫ b

a

f(t) d[∆+g(t)] +

∫ b

a

g(t) d[∆−f(t)].

It is easy to verify that the function h(t) = ∆+g(t) fulfils the relation
(2.3.11) with c = 0 and h(b) = 0. Consequently, Proposition 2.3.13 yields

∫ b

a

f(t) d[∆+g(t)] = −f(a) ∆+g(a).

Similarly, by Corollary 2.3.14 we have

∫ b

a

g(t) d[∆−f(t)] = ∆−f(b) g(b).

Hence

∫ b

a

f dg +

∫ b

a

g(t) df =

∫ b

a

f(t) d[g(t+)] +

∫ b

a

g(t) d[f(t−)]

+ f(a) ∆+g(a) + ∆−f(b) g(b). (2.3.31)

The first integral on the right-hand side can be modified in the following
way:

∫ b

a

f(t) d[g(t+)] =

∫ b

a

f(t−) d[g(t+)] +

∫ b

a

∆−f(t) d[g(t+)]. (2.3.32)

Making use of Proposition 2.3.12 and taking into account that ∆g1(t) =
∆g(t) on [a, b] for the function g1 defined by g1(t) = g(t+) on [a, b], we
further obtain

∫ b

a

∆−f(t) d[g(t+)] =
∑

t∈[a,b]

∆−f(t) ∆g(t). (2.3.33)

Similarly,

∫ b

a

g(t) d[f(t−)] =

∫ b

a

g(t+) df(t−)−

∫ b

a

∆+g(t) d[f(t−)]

=

∫ b

a

g(t+) d[f(t−)]−
∑

t∈[a,b]

∆+g(t) ∆f(t). (2.3.34)
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The function f(t−) is left-continuous on [a, b], while g(t+) is right-conti-
nuous on [a, b). It means that both the integrals

∫ b

a

f(t−) d[g(t+)] and

∫ b

a

g(t+) d[f(t−)]

exist as σ-Riemann-Stieltjes integrals (cf. Corollary 2.2.3), and making use
of the integration-by-parts theorem for these integrals (cf. [14, Theorem
II.11.7]) we get

∫ b

a

f(t−)d[g(t+)] +

∫ b

a

g(t+)d[f(t−)]=f(b−)g(b)−f(a)g(a+). (2.3.35)

Inserting (2.3.32)-(2.3.35) into (2.3.31) we obtain
∫ b

a

f dg +

∫ b

a

g df = f(b−) g(b)− f(a) g(a+)

+
∑

t∈[a,b]

∆−f(t) [∆−g(t) + ∆+g(t)]

−
∑

t∈[a,b]

[∆−f(t) + ∆+f(t)] ∆+g(t) + f(a) ∆+g(a) + ∆−f(b) g(b)

= f(b) g(b)− f(a) g(a) +
∑

t∈[a,b]

[∆−f(t) ∆−g(t)−∆+f(t) ∆+g(t)]

and this completes the proof.

The following proposition describes some properties of indefinite Perron-
Stieltjes integrals.

Proposition 2.3.16. Let f : [a, b] 7→ R and g : [a, b] 7→ R be such that∫ b

a
f dg exists. Then the function

h(t) =

∫ t

a

f dg

is defined on [a, b] and
(i) if g ∈ G[a, b], then h ∈ G[a, b] and

∆+h(t) = f(t) ∆+g(t), ∆−h(t) = f(t) ∆−g(t) on [a, b]; (2.3.36)

(ii) if g ∈ BV[a, b] and f is bounded on [a, b], then h ∈ BV[a, b].

Proof. The former assertion follows from [19, Theorem 1.3.5]. The latter
follows immediately from the inequality

m∑

j=1

∣∣∣∣
∫ tj

tj−1

f dg

∣∣∣∣ ≤
m∑

j=1

[
‖f‖ (var

tj

tj−1
g)

]
b = ‖f‖ (varb

a g)

which is valid for any division {t0, t1, . . . , tm} of [a, b].
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In the theory of generalized differential equations the substitution for-
mula

∫ b

a

h(t) d

[∫ t

a

f(s) d[g(s)]

]
=

∫ b

a

h(t)f(t) d[g(t)] (2.3.37)

is often needed. In [14, II.19.3.7] this formula is proved for the σ-Young-
Stieltjes integral under the assumption that g ∈ G[a, b], h is bounded on

[a, b] and the integral
∫ b

a
f dg as well as one of the integrals in (2.3.37)

exist. In [45, Theorem I.4.25] this assertion was proved for the Kurzweil
integral. Though it was assumed there that g ∈ BV[a, b], this assumption
was not used in the proof. We will give here a slightly different proof based
on the Saks-Henstock lemma (cf.e.g.[40, Lemma 1.11]).

Lemma 2.3.17. (Saks-Henstock) Let f, g : [a, b] 7→ R be such that the

integral
∫ b

a
f dg exists. Let ε > 0 be given and let δ be a gauge on [a, b]

such that
∣∣∣∣SD(f ∆g)−

∫ b

a

f dg

∣∣∣∣ < ε

is true for any δ−fine partition D of [a, b]. Then for an arbitrary system
{([βi, γi], σi), i = 1, 2, . . . , k} of intervals and points such that

a ≤ β1 ≤ σ1 ≤ γ1 ≤ β2 ≤ · · · ≤ βk ≤ σk ≤ γk ≤ b (2.3.38)

and

[βi, γi] ⊂ [σi − δ(σi), σi + δ(σi)], i = 1, 2, . . . , k,

the inequality
∣∣∣∣

k∑

i=1

[
f(σi) [g(γi)− g(βi)]−

∫ γi

βi

f dg

]∣∣∣∣ < ε (2.3.39)

is true.

Making use of Lemma 2.3.17 we can prove the following useful assertion.

Lemma 2.3.18. If f : [a, b] 7→ R and g : [a, b] 7→ R are such that∫ b

a
f dg exists, then for any ε > 0 there exists a gauge δ on [a, b] such that

m∑

j=1

∣∣∣∣f(ξj) [g(tj)− g(tj−1)]−

∫ tj

tj−1

f dg

∣∣∣∣ < ε (2.3.40)

is true for any δ−fine partition (d, ξ) of [a, b].

Proof. Let δ : [a, b] 7→ (0,∞) be such that

∣∣∣∣SD(f ∆g)−

∫ b

a

f dg

∣∣∣∣ =

∣∣∣∣
m∑

j=1

f(ξj) [g(tj)− g(tj−1)]−

∫ tj

tj−1

f dg

∣∣∣∣ <
ε

2
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for all δ−fine partitionsD = (d, ξ) of [a, b]. Let us choose an arbitrary δ−fine
partition D = (d, ξ) of [a, b]. Let γi = tpi

and βi = tpi−1, i = 1, 2, . . . , k, be
all the points of the division d such that

f(ξpi
) [g(γi)− g(βi)]−

∫ γi

βi

f dg ≥ 0.

Then the system {([βi, γi], σi), i = 1, 2, . . . , k}, where σi = ξpi
, fulfils

(2.3.38) and (2.3.39) and hence we can use Lemma 2.3.17 to prove that
the inequality

k∑

i=1

∣∣∣∣f(ξpi
) [g(γi)− g(βi)]−

∫ γi

βi

f dg

∣∣∣∣ <
ε

2

is true. Similarly, if ωi = tqi
and θi = tqi−1, i = 1, 2, . . . , r are all points of

the division d such that

f(ξqi
) [g(ωi)− g(θi)]−

∫ ωi

θi

f dg ≤ 0,

then the inequality

r∑

i=1

∣∣∣∣f(ξqi
) [g(ωi)− g(θi)]−

∫ ωi

θi

f dg

∣∣∣∣ <
ε

2

follows from Lemma 2.3.17, as well. Summarizing, we conclude that

m∑

j=1

∣∣∣∣f(ξj) [g(tj)− g(tj−1)]−

∫ tj

tj−1

f dg

∣∣∣∣

=

k∑

i=1

∣∣∣∣f(ξpi
) [g(γi)− g(βi)]−

∫ γi

βi

f dg

∣∣∣∣

+

r∑

i=1

∣∣∣∣f(ξqi
) [g(ωi)− g(θi)]−

∫ ωi

θi

f dg

∣∣∣∣

<
ε

2
+
ε

2
= ε.

This completes the proof.

Theorem 2.3.19. (Substitution) Let h : [a, b] 7→ R be bounded on [a, b]

and let f, g : [a, b] 7→ R be such that the integral

∫ b

a

f dg exists. Then the

integral

∫ b

a

h(t) f(t) d[g(t)]
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exists if and only if the integral

∫ b

a

h(t) d

[∫ t

a

f(s) d[g(s)]

]

exists, and in this case the relation (2.3.37) is true.

Proof. Let |h(t)| ≤ C <∞ on [a, b]. Let us assume that the integral

∫ b

a

h(t)f(t) d[g(t)]

exists and let ε > 0 be given. There exists a gauge δ1 on [a, b] such that

∣∣∣∣
m∑

j=1

h(ξk)f(ξj) [g(tj)− g(tj−1)]−

∫ b

a

h(t)f(t) d[g(t)]

∣∣∣∣ <
ε

2

is satisfied for any δ1−fine partition (d, ξ) of [a, b]. By Lemma 2.3.18 there
exists a gauge δ on [a, b] such that δ(t) ≤ δ1(t) on [a, b] and

m∑

j=1

∣∣∣∣f(ξj) [g(tj)− g(tj−1)]−

∫ tj

tj−1

f dg

∣∣∣∣ <
ε

2C

is true for any δ−fine partition (d, ξ) of [a, b]. Let us denote

k(t) =

∫ t

a

f dg for t ∈ [a, b].

Then for any δ−fine partition D = (d, ξ) of [a, b] we have

∣∣∣∣SD(h∆k)−

∫ b

a

h(t)f(t) d[g(t)]

∣∣∣∣

=

∣∣∣∣
m∑

j=1

h(ξj)

∫ tj

tj−1

f dg −
m∑

j=1

h(ξj)f(ξj) [g(tj)− g(tj−1)]

+
m∑

j=1

h(ξj)f(ξj) [g(tj)− g(tj−1)]−

∫ b

a

h(t)f(t) d[g(t)]

∣∣∣∣

≤

∣∣∣∣
m∑

j=1

h(ξj)

[ ∫ tj

tj−1

f dg − f(ξj) [g(tj)− g(tj−1)]

]∣∣∣∣

+

∣∣∣∣
m∑

j=1

h(ξj) f(ξj) [g(tj)− g(tj−1)]−

∫ b

a

h f dg

∣∣∣∣ < ε.

This implies the existence of the integral

∫ b

a

h dk and the relation (2.3.37).

The second implication can be proved in an analogous way.
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The convergence result 2.3.10 enables us to extend the known theorems
on the change of the integration order in iterated integrals

∫ d

c

g(t) d

[ ∫ b

a

h(t, s) d[f(s)]

]
,

∫ b

a

( ∫ d

c

g(t) dt[h(t, s)]

)
d[f(s)], (2.3.41)

where −∞ < c < d < ∞ and h is of strongly bounded variation on [c, d]×
[a, b] (cf. 1.2.5).

Theorem 2.3.20. (Unsymmetric Fubini Theorem) Let h : [c, d]×[a, b] 7→
R be such that

v (h) + varb
a h(c, .) + vard

ch(., a) <∞.

Then for any f ∈ BV[a, b] and any g ∈ G(c, d) both the integrals (2.3.41)
exist and

∫ d

c

g(t) d

[ ∫ b

a

h(t, s) d[f(s)]

]
=

∫ b

a

( ∫ d

c

g(t) dt[h(t, s)]

)
d[f(s)]. (2.3.42)

Proof. Let us notice that by [45, Theorem I.6.20] our assertion is true if g is
also supposed to be of bounded variation. In the general case of g ∈ G[a, b]
there exists a sequence {gn}∞n=1 ⊂ S[a, b] such that limn→∞ ‖g − gn‖ = 0.
Then, since the function

v(t) =

∫ b

a

h(t, s) d[f(s)]

is of bounded variation on [c, d] (cf. the first part of the proof of [45,
Theorem I.6.20]), the integral on the left-hand side of (2.3.42) exists and by
Corollary 2.3.10 and [45, Theorem I.6.20] we have

∫ d

c

g(t) d

[ ∫ b

a

h(t, s) d[f(s)]

]
= lim

n→∞

∫ d

c

gn(t) d

[∫ b

a

h(t, s) d[f(s)]

]

= lim
n→∞

∫ b

a

( ∫ d

c

gn(t) dt[h(t, s)]

)
d[f(s)]. (2.3.43)

Let us denote

wn(t) =

∫ d

c

gn(t) dt[h(t, s)] for s ∈ [a, b] and n ∈ N.

Then wn ∈ BV[a, b] for any n ∈ N (cf. [45, Theorem I.6.18]) and by [45,
Theorem I.4.17] mentioned here in Remark 2.3.5 we obtain

lim
n→∞

wn(s) =

∫ d

c

gn(t) dt[h(t, s)] := w(s) on [a, b].
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As

|wn(s)− w(s)| ≤ ‖gn − g‖
(
vard

ch(., s)
)
≤ ‖gn − g‖

(
v (h) + vard

ch(., a)
)

for any s ∈ [a, b] (cf. [45, Lemma I.6.6]), we have

lim
n→∞

‖wn − w‖ = 0.

It means that w ∈ G[a, b] and by Theorem 2.3.8 the integral

∫ b

a

w(s) d[f(s)] =

∫ b

a

( ∫ d

c

g(t) dt[h(t, s)]

)
d[f(s)]

exists as well. Since obviously

lim
n→∞

∫ b

a

( ∫ d

c

gn(t) dt[h(t, s)]

)
d[f(s)] = lim

n→∞

∫ b

a

wn(s) d[f(s)]

=

∫ b

a

w(s) d[f(s)] =

∫ b

a

( ∫ d

c

g(t) dt[h(t, s)]

)
d[f(s)],

the relation (2.3.42) follows from (2.3).

2.4 . Linear bounded functionals on the space

of left-continuous regulated functions

By Theorem 2.3.8 the expression

Φη(x) = q x(a) +

∫ b

a

p dx (2.4.1)

is defined for any x ∈ G[a, b] and any η = (p, q) ∈ BV[a, b]×R.Moreover, for
any η ∈ BV[a, b]×R, the relation (2.4.1) defines a linear bounded functional
on GL[a, b].

Proposition 2.3.3 immediately implies

Lemma 2.4.1. Let η = (p, q) ∈ BV[a, b]× R. Then

Φη(χ[a,b]) = q, (2.4.2)

Φη(χ(τ,b]) = p(τ) for all τ ∈ [a, b),

Φη(χ[b]) = p(b).

Corollary 2.4.2. Let η = (p, q) ∈ BV[a, b] × R and Φη(x) = 0 for all
x ∈ S[a, b] which are left-continuous on (a, b). Then p(t) ≡ 0 on [a, b] and
q = 0.
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Lemma 2.4.3. Let x ∈ G[a, b] and η = (p, q) ∈ BV[a, b]× R. Then

Φη(x) = x(a) if p ≡ 0 on [a, b] and q = 1, (2.4.3)

Φη(x) = x(b) if p ≡ 1 on [a, b] and q = 1,

Φη(x) = x(τ−) if p = χ[a,τ) on [a, b], τ ∈ (a, b] and q = 1,

Φη(x) = x(τ+) if p = χ[a,τ ] on [a, b], τ ∈ [a, b) and q = 1.

Proof follows from Proposition 2.3.1.

Corollary 2.4.4. Let x ∈ G[a, b] and Φη(x) = 0 for all η = (p, q) ∈
BV[a, b]× R. Then

x(a) = x(a+) = x(τ−) = x(τ+) = x(b−) = x(b) (2.4.4)

holds for any τ ∈ (a, b). In particular, if x ∈ GL[a, b] (x is left-continuous
on (a, b)) and Φη(x) = 0 for all η = (p, q) ∈ BV[a, b]× R, then x(t) ≡ 0 on
[a, b].

Remark 2.4.5. The space BV[a, b]×R is supposed to be equipped with
the usual norm (‖η‖BV×R = |q| + ‖p‖BV for η = (p, q) ∈ BV[a, b] × R).
Obviously, BV[a, b]× R is a Banach space with respect to this norm.

Proposition 2.4.6. The spaces GL[a, b] and BV[a, b] × R form a dual
pair with respect to the bilinear form

x ∈ GL[a, b], η ∈ BV[a, b]× R 7→ Φη(x), (2.4.5)

i.e.

Φη(x) = 0 for all x ∈ GL[a, b] =⇒ η = 0 ∈ BV[a, b]× R

and

Φη(x) = 0 for all η ∈ BV[a, b]× R =⇒ x = 0 ∈ GL[a, b].

Proof follows from Corollaries 2.4.2 and 2.4.4.

On the other hand, we have

Lemma 2.4.7. Let Φ be a linear bounded functional on GL[a, b] and let

p(t) =

{
Φ(χ(t,b]) if t ∈ [a, b),

Φ(χ[b]) if t = b.
(2.4.6)

Then p ∈ BV[a, b] and

|p(a)|+ |p(b)|+ varb
a p ≤ 2 ‖Φ‖, (2.4.7)

where

‖Φ‖ = sup
x∈GL[a,b],‖x‖≤1

|Φ(x)|.
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Proof is analogous to that of part c (i) of [15, Theorem 5.1]. Indeed, for
an arbitrary division {t0, t1, . . . , tm} of [a, b] we have

sup
|cj |≤1,cj∈R

∣∣p(a) c0 + p(b) cm+1 +

m∑

j=1

[p(tj)− p(tj−1)] cj
∣∣

= sup
|cj |≤1,cj∈R

∣∣Φ(c0 χ(a,b] + cm+1 χ[b] −
m−1∑

j=1

cj χ(tj−1,tj ] + cm χ(tm−1,b))
∣∣

≤ sup
‖h‖≤2,h∈GL[a,b]

|Φ(h)| = 2 ‖Φ‖.

In particular, for c0 = sgn p(a), cm+1 = sgn p(b) and cj = sgn(p(tj) −
p(tj−1)), j = 1, 2, . . . ,m, we get

|p(a)|+ |p(b)|+
m∑

j=1

|p(tj)− p(tj−1)| ≤ 2 ‖Φ‖,

and the inequality (2.4.7) immediately follows.

Using the ideas from the proof of [15, Theorem 5.1] we may now prove
the following representation theorem.

Theorem 2.4.8. Φ is a linear bounded functional on GL[a, b] (Φ ∈
G
∗
L
(a, b)) if and only if there is an η = (p, q) ∈ BV[a, b]× R such that

Φ(x) = Φη(x)
(

:= q x(a) +

∫ b

a

p dx
)

for any x ∈ GL[a, b]. (2.4.8)

The mapping

Ξ : η ∈ BV[a, b]× R 7→ Φη ∈ G
∗
L
(a, b)

is an isomorphism.

Proof. Let a linear bounded functional Φ on GL[a, b] be given and let us put

q = Φ(χ[a,b]) and p(t) =

{
Φ(χ(t,b]) if t ∈ [a, b),

Φ(χ[b]) if t = b.
(2.4.9)

Then Lemma 2.3.6 implies η = (p, q) ∈ BV[a, b] × R and by Lemma 2.4.1
we have

Φ(χ[a,b]) = Φη(χ[a,b]), Φ(χ[b]) = Φη(χ[b]) and

Φ(χ(t,b]) = Φη(χ(t,b]) for all t ∈ [a, b).

Since all functions from S[a, b] ∩ GL[a, b] obviously are finite linear combi-
nations of the functions

χ[a,b], χ(τ,b], τ ∈ [a, b), χ[b],
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it follows that Φ(x) = Φη(x) is true for any x ∈ S[a, b] ∩GL[a, b]. Now, the
density of S[a, b] ∩GL[a, b] in GL[a, b] implies that

Φ(x) = Φη(x) for all x ∈ GL[a, b].

This completes the proof of the first assertion of the theorem.

Lemma 2.3.6 yields that

|Φη(x)| ≤
(
|p(a)|+ |p(b)|+ varb

a p+ |q|
)
‖x‖

is true for any x ∈ GL[a, b] and, consequently,

‖Φη‖ ≤ |p(a)|+ |p(b)|+ varb
a p+ |q| ≤ 2

(
‖p‖BV + |q|

)
= 2 ‖η‖BV×R .

On the other hand, according to Lemma 2.4.7 we have

‖p‖BV ≤ (|p(a)|+ |p(b)|+ varb
a p) ≤ 2 ‖Φ‖.

Furthermore, in virtue of (2.4.9) we have |q| ≤ ‖Φ‖ and hence

‖η‖BV×R = ‖p‖BV + |q| ≤ 2 ‖Φ‖.

It means that

1

2
‖Φ‖ ≤ ‖η‖BV×R ≤ 3 ‖Φ‖

and this completes the proof of the theorem.

2.5 . Linear bounded functionals on the space

of regular regulated functions

Recall that the subspace of G[a, b] consisting of all functions regulated on
[a, b] and such that

f(t) =
1

2
[f(t−) + f(t+)] for all t ∈ (a, b)

is denoted by Greg[a, b] and the functions belonging to Greg[a, b] are usually
said to be regular on (a, b).

In this section we shall show that linear bounded functionals on G reg[a, b]
may be represented in the form (2.4.8), as well. To this aim the following
lemmas will be helpful.

Lemma 2.5.1. A function f : [a, b] 7→ R is a finite step function on
[a, b] which is regular on (a, b) (f ∈ S[a, b] ∩ G reg[a, b]) if and only if there
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are real numbers α1, α2, . . . , αm and a division d = {t0, t1, . . . , tm} of [a, b]
such that

f(t) =
N∑

j=0

αj hj(t) on [a, b],

where

h0 = 1, h1 = χ(a,b], hj =
1

2
χ[tj ] + χ(tj ,b]

for j = 2, 3, . . . ,m− 1 and hm = χ[b].

Proof. Obviously a function f : [a, b] 7→ R belongs to S[a, b] ∩ G reg[a, b]
if and only if there are real numbers c0, c1, . . . , cN+1 and a division d =
{t0, t1, . . . , tN} of [a, b] such that

f(t) =





c0 if t = a,

cj if t ∈ (tj−1, tj) for some j = 1, 2, . . . ,m,
cj+cj+1

2 , if t = tj for some j = 1, 2, . . . ,m− 1,
cm+1 if t = b.

i.e.

f(t) = c0 χ[a](t) +

m∑

j=1

cj χ(tj−1,tj)(t)

+
1

2

( m−1∑

j=1

(cj + cj+1)χ[tj ](t)
)

+ cm+1 χ[b](t) for t ∈ [a, b]. (2.5.1)

It is easy to verify that the right-hand side of (2.5.1) may be rearranged as

f = c0 χ[a,b] − c0 χ(a,b] +

m∑

j=1

cj χ(tj−1,b] −
m−1∑

j=1

cj χ(tj ,b]

−
1

2

m−1∑

j=1

cj χ[tj ] − cm χ[b] +
1

2

m−1∑

j=1

cj+1 χ[tj ] + cm+1 χ[b]

= c0 χ[a,b] − c0 χ(a,b] +
m−1∑

j=0

cj+1 χ(tj ,b] −
m−1∑

j=1

cj χ(tj ,b]

−
1

2

m−1∑

j=1

cj χ[tj ] +
1

2

m−1∑

j=1

cj+1 χ[tj ] + cm+1 χ[b] − cm χ[b]

= c0 χ[a,b] + (c1 − c0)χ(a,b] +

m−1∑

j=1

(cj+1 − cj)
(
χ(tj ,b] +

1

2
χ[tj ]

)

+ (cm+1 − cm)χ[b],
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wherefrom the assertion of the lemma immediately follows.

Lemma 2.5.2. The set S[a, b] ∩Greg[a, b] is dense in Greg[a, b].

Proof. Let x ∈ Greg[a, b] and ε > 0 be given. Since cl(S[a, b]) = G[a, b],
there exists a ξ ∈ S[a, b] such that |x(t)− ξ(t)| < ε is true for any t ∈ [a, b].
Consequently, we have

|x(t−)− ξ(t−)| < ε and |x(s+)− ξ(s+)| < ε (2.5.2)

for t ∈ [a, b), s ∈ (a, b].

Let us put

ξ∗(t) =





ξ(a) if t = a,

1
2

(
ξ(t+) + ξ(t−)

)
if t ∈ (a, b),

ξ(b) if t = b.

Obviously ξ∗(t−) = ξ(t−) and ξ∗(s+) = ξ(s+) for all t ∈ (a, b] and s ∈ [a, b),
respectively. In particular, ξ∗(t) = ξ(t) for any point t of continuity of ξ.
It follows that ξ∗ ∈ S[a, b] ∩ Greg[a, b]. Furthermore, in virtue of (2.5.2) we
have for any t ∈ (a, b)

|x(t)− ξ∗(t)| =
1

2

∣∣[x(t−)− ξ(t−)] + [x(t+)− ξ(t+)]
∣∣ < ε,

wherefrom the assertion of the lemma immediately follows.

Lemma 2.5.3. Let Φ be an arbitrary linear bounded functional on
Greg[a, b]. Let us define

p(t) =





Φ(χ(a,b]), if t = a,

Φ( 1
2 χ[t] + χ(t.b]), if t ∈ (a, b),

Φ(χ[b]), if t = b.

(2.5.3)

Then

varb
a p ≤ ‖Φ‖ = sup

x∈Greg[a,b],‖x‖≤1

|Φ(x)|

(i.e. p ∈ BV[a, b]).

Proof. Let d = {t0, t1, . . . , tm} be an arbitrary division of [a, b] and let
αj ∈ R, j = 1, 2, . . . ,m, be such that |αj | ≤ 1 for all j = 1, 2, . . . ,m. Then

m∑

j=1

αj [p(tj)− p(tj−1)] = α1

[
Φ(

1

2
χ[t1] + χ(t1,b])− Φ(χ(a,b])

]
(2.5.4)
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+

m−1∑

j=2

αj

[
Φ(

1

2
χ[tj ] + χ(tj ,b])− Φ(

1

2
χ[tj−1 ] + χ(tj−1,b])

]

+ αm

[
Φ(χ[b])− Φ(

1

2
χ[tm−1] + χ(tm−1,b])

]
= Φ(h),

where

h = α1

[1

2
χ[t1] + χ(t1,b] − χ(a,b]

]
+ αm

[
χ[b] −

1

2
χ[tm−1] − χ(tm−1,b]

]

+
m−1∑

j=2

αj

[1

2
χ[tj ] + χ(tj ,b] −

1

2
χ[tj−1] − χ(tj−1,b]

]

= α1

[1

2
χ[t1] − χ(a,t1]

]
− αm

[1

2
χ[tm−1] + χ(tm−1,b)

]

+
m−1∑

j=2

αj

[1

2
χ[tj ] − χ(tj−1,tj ] −

1

2
χ[tj−1]

]

= − α1

[1

2
χ[t1] + χ(a,t1)

]
− αm

[1

2
χ[tm−1] + χ(tm−1,b)

]

−
1

2

m−1∑

j=2

αj χ[tj ] −
1

2

m−1∑

j=2

αj χ[tj−1] −
m−1∑

j=2

αj χ(tj−1,tj)

= −
1

2

m−1∑

j=1

αj χ[tj ] −
1

2

m∑

j=2

αj χ[tj−1] −
m∑

j=1

αj χ(tj−1,tj)

= −
m−1∑

j=1

αj + αj+1

2
χ[tj ] −

m∑

j=1

αj χ(tj−1 ,tj)

= − α1 χ(a,t1) −
m−1∑

j=2

(αj + αj+1

2
χ[tj ] + αj χ(tj−1 ,tj)

)
− αm χ(tm−1,b).

It is easy to see that h ∈ S[a, b] ∩ Greg[a, b] and |h(t)| ≤ 1 for all t ∈ [a, b].
Consequently, by (2.5.4), we have that

sup
|αj |≤1,j=1,2,...,m

∣∣
m∑

j=1

αj [p(tj)− p(tj−1)]
∣∣ ≤ sup

x∈Greg[a,b],‖x‖≤1

‖Φ(x)‖

is true for any division d = {t0, t1, . . . , tm} of [a, b]. In particular, choosing

αj = sgn[p(tj)− p(tj−1)] for j = 1, 2, . . . ,m,

we get

m∑

j=1

|p(tj)− p(tj−1)| ≤ sup
x∈Greg[a,b],‖x‖≤1

‖Φ(x)‖ <∞

and this yields varb
a p ≤ ‖Φ‖ <∞.
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Lemma 2.5.4. Let Φ be an arbitrary linear bounded functional on
Greg[a, b] and let η = (p, q) ∈ BV[a, b] × R be given by (2.5.3) and q =
Φ(χ[a,b]). Let us define

Φη(x) = q x(a) +

∫ b

a

p dx for x ∈ G[a, b]. (2.5.5)

Then Φη is a linear bounded functional on G[a, b],

Φη(x) = Φ(x) for all x ∈ Greg[a, b] (2.5.6)

and

sup
x∈G[a,b],‖x‖≤1

|Φη(x)| ≤ |q|+ 2 (|p(a)|+ varb
a p). (2.5.7)

Proof. By Theorem 2.3.8, Φη(x) is defined and

|Φη(x)| ≤
(
|q|+ |p(a)|+ |p(b)|+ varb

a p
)
‖x‖ for all x ∈ G[a, b]. (2.5.8)

It means that Φη is a linear bounded functional on G[a, b] and the inequality
(2.5.7) is true. It is easy to verify that the relation (2.5.6) holds for any
function h from the set

{
χ[a,b], χ(a,b],

1

2
χ[τ ] + χ(τ,b], χ[b]; τ ∈ (a, b)

}
.

According to Lemmas 2.5.1 and 2.5.2 this implies that (2.5.6) holds for all
x ∈ Greg[a, b].

Lemma 2.5.5. Let η = (p, q) ∈ BV[a, b] × R. Then Φη(x) = 0 for all
x ∈ S[a, b] ∩Greg[a, b] if and only if q = 0 and p(t) ≡ 0 on [a, b].

Proof. Let η = (p, q) ∈ BV[a, b]× R and let Φη(x) = 0 for all x ∈ S[a, b] ∩
Greg[a, b]. Then Φ(χ[a,b]) = q = 0. Furthermore, by Proposition 2.3.3 we
have

Φη(χ(a,b]) = p(a) = 0,

Φη(
1

2
χ[τ ] + χ(τ,b]) = p(τ) = 0 for τ ∈ (a, b)

and

Φη(χ[b]) = p(b) = 0.

By Lemma 2.5.1 this completes the proof.

Remark 2.5.6. Let us notice that if x ∈ Greg[a, b], then Φη(x) = 0 for
all η = (p, q) ∈ BV[a, b] × R if and only if x(t) ≡ 0 on [a, b]. In fact, let
x ∈ G[a, b] and let Φη(x) = 0 for all η = (p, q) ∈ BV[a, b] × R. Then by
Corollary 2.4.4 we have

x(a) = x(a+) = x(t−) = x(t+) = x(b−) = x(b) = 0 for all t ∈ (a, b).

In particular, if x ∈ Greg[a, b], then x(t) = 0 for any t ∈ [a, b].
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Theorem 2.5.7. A mapping Φ : Greg[a, b] 7→ R is a linear bounded
functional on Greg[a, b] (Φ ∈ G∗

reg
[a, b]) if and only if there is an η = (p, q) ∈

BV[a, b]× R such that Φ = Φη , where Φη is given by (2.5.5). The mapping
Ξ : η ∈ BV[a, b] × R 7→ Φη ∈ G∗

reg
[a, b] generates an isomorphism between

BV[a, b]× R and G∗
reg

[a, b].

Proof. By Lemmas 2.5.4 and 2.5.5 and by the inequality (2.5.7) the mapping
Ξ is a bounded linear one-to-one mapping of BV[a, b]×R onto G∗

reg
[a, b]. Con-

sequently, by the Bounded Inverse Theorem, the mapping Ξ−1 is bounded,
as well.



Chapter 3

Initial Value Problems for

Linear Generalized

Differential Equations

3.1 . Introduction

This chapter deals with the initial value problem for the linear homoge-
neous generalized differential equation

x(t) − x(0)−

∫ t

0

d[A(s)]x(s) = 0, t ∈ [0, 1], x(0) = x̃, (3.1.1)

where A ∈ BV
n×n and x̃ ∈ R

n are given and solutions are functions x :
[0, 1] 7→ Rn with bounded variation on [0, 1] (x ∈ BVn).

The basic properties of the Perron-Stieltjes integral with respect to scalar
regulated functions were described in Chapter 2. The extension of these
results to vector or matrix valued functions is obvious and hence for the
basic facts concerning integrals we shall refer to the corresponding assertions
from Chapter 2.

Let Pk ∈ L
n×n
1 for k ∈ N∪{0} and letXk ∈ ACn×n be the corresponding

fundamental matrices, i.e.

Xk(t) = I+

∫ t

0

Pk(s)Xk(s) ds on [0, 1] for k ∈ N ∪ {0}.

The following two assertions are representative examples of theorems
on the continuous dependence of solutions of linear ordinary differential
equations on a parameter.

40
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Theorem 3.1.1. If

lim
k→∞

∫ 1

0

|Pk(s)− P0(s)| ds = 0,

then

lim
k→∞

Xk(t) = X0(t) uniformly on [0, 1].

Theorem 3.1.2. (Kurzweil & Vorel, [22]) Let there exist m ∈ L1 such
that

|Pk(t)| ≤ m(t) a.e. on [0, 1] for all k ∈ N (3.1.2)

and let

lim
k→∞

∫ t

0

Pk(s) ds =

∫ t

0

P0(s) ds uniformly on [0, 1].

Then

lim
k→∞

Xk(t) = X0(t) uniformly on [0, 1].

Remark 3.1.3. For t ∈ [0, 1] and k ∈ N ∪ {0} denote

Ak(t) =

∫ t

0

Pk(s) ds.

Then the assumptions of Theorem 3.1.2 can be reformulated for Ak as fol-
lows:

Ak ∈ AC
n×n for all k ∈ N ∪ {0},

sup
k∈N

‖A′k‖L1
<∞,

lim
k→∞

Ak(t) = A0(t) uniformly on [0, 1].

Besides, the assumption (3.1.2) means that there exists a nondecreasing
function h0 ∈ AC such that

|Ak(t2)−Ak(t1)| ≤ |h0(t2)− h0(t1)| for all t1, t2 ∈ [0, 1].

In fact, we can put

h0(t) =

∫ t

0

m(s)ds on [0, 1].

3.2 . A survey of known results

The following basic existence result for the initial value problem (3.1.1) may
be found e.g. in [45] (cf. Theorem III.1.4) or in [41] (cf. Theorem 6.13).
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Theorem 3.2.1. Let A ∈ BVn×n be such that

det[I−∆−A(t)] 6= 0 for all t ∈ (0, 1]. (3.2.1)

Then there exists a unique X ∈ BVn×n such that

X(t) = I +

∫ t

0

d[A(s)]X(s) on [0, 1]. (3.2.2)

Definition 3.2.2. For a given A ∈ BVn×n, the n × n-matrix valued
function X ∈ BVn×n fulfilling (3.2.2) is called the fundamental matrix
corresponding to A.

When restricted to the linear case, Theorem 8.8 from [41], which de-
scribes the dependence of solutions of generalized differential equations on
a parameter, reads as follows.

Theorem 3.2.3. Let A0 ∈ BVn×n satisfy (3.2.1) and let X0 be the
corresponding fundamental matrix. Let Ak ∈ BVn×n, k ∈ N, and scalar
nondecreasing and left-continuous on (0, 1] functions hk, k ∈ N ∪ {0}, be
given such that h0 is continuous on [0, 1] and

lim
k→∞

Ak(t) = A0(t) on [0, 1], (3.2.3)

|Ak(t2)−Ak(t1)| ≤ |hk(t2)− hk(t1)|

for all t1, t2 ∈ [0, 1] and k ∈ N ∪ {0}, (3.2.4)

lim sup
k→∞

[hk(t2)− hk(t1)] ≤ h0(t2)− h0(t1)

whenever 0 ≤ t1 ≤ t2 ≤ 1. (3.2.5)

Then for any k ∈ N sufficiently large the fundamental matrix Xk corre-
sponding to Ak exists and

lim
k→∞

Xk(t) = X0(t) uniformly on [0, 1].

Lemma 3.2.4. Under the assumptions of Theorem 3.2.3 we have

sup
k∈N

varAk <∞ (3.2.6)

and

lim
k→∞

[Ak(t)−Ak(0)] = A0(t)−A0(0) uniformly on [0, 1]. (3.2.7)

Proof. 1 i) By (3.2.5) there is k0 ∈ N such that

hk(1)− hk(0) ≤ h0(1)− h0(0) + 1 for all k ≥ k0.

1The author is indebted to Ivo Vrkoč for his suggestions which led to a considerable

simplification of this proof.
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Hence for any k ∈ N we have

varAk ≤ α0 = max
({

varAk; k ≤ k0

}
∪

{
h0(1)− h0(0) + 1

})
<∞.

Thus we conclude that (3.2.6) is true.

ii) Suppose that

lim
k→∞

Ak(t) = A0(t) uniformly on [0, 1] (3.2.8)

is not valid. Then there is ε̃ > 0 such that for any ` ∈ N there exist m` ≥ `

and t` ∈ [0, 1] such that

|Am`
(t`)−A0(t`)| ≥ ε̃. (3.2.9)

We may assume that m`+1 > m` for any ` ∈ N and

lim
`→∞

t` = t0 ∈ [0, 1]. (3.2.10)

Let t0 ∈ (0, 1) and ε > 0 be given. Since h0 is continuous, we may choose
η > 0 in such a way that t0 − η ∈ [0, 1], t0 + η ∈ [0, 1] and

h0(t0 + η)− h0(t0 − η) < ε. (3.2.11)

Furthermore, by (3.2.3) there is `1 ∈ N such that

|Am`
(t0)−A0(t0)| < ε for all ` ≥ `1

and by (3.2.4), (3.2.5) and (3.2.11) there is `2 ∈ N, `2 ≥ `1, such that

|Am`
(τ2)−Am`

(τ1)| ≤ h0(t0 + η)− h0(t0 − η) + ε < 2 ε (3.2.12)

whenever τ1, τ2 ∈ (t0 − η, t0 + η) and ` ≥ `2.

The relations (3.2.3) and (3.2.12) imply immediately that

|A0(τ2)−A0(τ1)| = lim
`→∞

|Am`
(τ2)−Am`

(τ1)| ≤ 2 ε (3.2.13)

whenever τ1, τ2 ∈ (t0 − η, t0 + η).

Finally, let `3 ∈ N be such that `3 ≥ `2 and

|t` − t0| < η for all ` ≥ `3, (3.2.14)

then in virtue of the relations (3.2.10)-(3.2.14) we have

|Am`
(t`)−A0(t`)|

≤ |Am`
(t`)−Am`

(t0)|+ |Am`
(t0)−A0(t0)|+ |A0(t0)−A0(t`)| ≤ 5 ε.

Hence, choosing ε < 1
5 ε̃, we obtain by (3.2.9) that

ε̃ > |Am`
(t`)−A0(t`)| ≥ ε̃.

This being impossible, the relation (3.2.8) has to be true. The modification
of the proof in the cases t0 = 0 or t0 = 1 and the extension of (3.2.8) to
(3.2.7) is obvious.
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Lemma 3.2.4 shows that Theorem 3.2.3 is a special case of the following
result due to M. Ashordia (cf. [1]).

Theorem 3.2.5. Let A0 ∈ BVn×n satisfy (3.2.1), let X0 be the corre-
sponding fundamental matrix and let {Ak}∞k=1 ⊂ BVn×n be such that (3.2.6)
and (3.2.7) are true. Then for any k ∈ N sufficiently large the fundamental
matrix Xk corresponding to Ak exists and

lim
k→∞

Xk(t) = X0(t) uniformly on [0, 1].

Remark 3.2.6. Under the assumptions of Theorem 3.2.5 we have

lim
k→∞

Ak(t−) = A0(t−) and lim
k→∞

Ak(s+) = A0(s+)

for all t ∈ (0, 1] and all s ∈ [0, 1), respectively. Thus Theorem 3.2.5 cannot
cover the case when there is t0 ∈ (0, 1] such that

Ak(t0−) = Ak(t0) for all k ∈ N while A0(t0−) 6= A0(t0).

In particular, Theorem 3.2.5 does not apply to the following simple example.

Example 3.2.7. Consider the sequence of initial value problems

x′k = a′k(t)xk on [−1, 1], x(−1) = x̃,

where

ak(t) =





0 if t ≤ αk,

t− αk

βk − αk

if t ∈ (αk, βk),

1 if t ≥ βk;

{αk}∞k=1 is an arbitrary increasing sequence in [−1, 0) tending to 0; {βk}∞k=1

is an arbitrary decreasing sequence in (0, 1] tending to 0 and

lim
k→∞

αk

αk − βk

= κ ∈ [0, 1).

For the corresponding solutions we have

xk(t) =






x̃ if t ≤ αk,

e
t−αk

βk−αk x̃ if t ∈ (αk, βk),

e x̃ if t ≥ βk,





and

x0(t) = lim
k→∞

xk(t) =






x̃ if t < 0,

eκ x̃ if t = 0,

e x̃ if t > 0,
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while the unique solution x(t) of the ”limit” equation

x(t) = x̃+

∫ t

−1

d[a(s)]x(s), t ∈ [−1, 1],

where

a(t) = lim
k→∞

ak(t) =





0 if t < 0,

κ if t = 0,

1 if t > 0

is given by

x(t) =






x̃ if t < 0,

1

1− κ
x̃ if t = 0,

2− κ

1− κ
x̃ if t > 0,

i.e. x(t) 6= x0(t) on [−1, 1].

On the other hand, x0 is a solution to

x0(t) = x̃+

∫ t

−1

d[a0(t)]x0(s) t ∈ [−1, 1],

where

a0(t) =





0 if t < 0,

1− e−κ if t = 0,

(e−1) e−κ if t > 0

and ak tends to a0 in the following sense:

(a) given arbitrary α ∈ (−1, 0) and β ∈ (0, 1), limk→∞ ak(t) = a0(t) uni-
formly on [−1, α] and limk→∞[ak(t)−ak(β)] = a0(t)−a0(β) uniformly
on [β, 1];

(b) limk→∞ ak(t) = a0(t) + ã0(t), where

ã0(t) =






0 if t < 0,

κ + e−κ − 1 if t = 0,

1− e1−κ + e−κ if t > 0;
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(c) for any z ∈ R and ε > 0, there is δ > 0 such that for any δ′ ∈ (0, δ)
there is k0 ∈ N such that for any k ≥ k0 we have αk ≥ −δ′, βk ≤ δ′

and the relations

∣∣∣yk(0)− yk(−δ′)−
∆−a0(0) z

1−∆−a0(0)

∣∣∣ < ε and

|zk(δ′)− zk(0)−∆+a0(0) z| < ε

are satisfied for any solution yk on [−δ′, 0] of

y′k = a′k(t) yk with yk(−δ′) ∈ (z − δ, z + δ)

and any solution zk on [0, δ′] of

z′k = a′k(t) zk with zk(0) ∈ (z − δ, z + δ).

In fact, for given z ∈ R, δ′ > 0 and k ∈ N such that αk ≥ −δ′ we have

yk(t) = e
t−αk

βk−αk yk(−δ′) on [αk, 0]

and thus

∣∣∣yk(0)− yk(−δ′)−
∆−a0(0) z

1−∆−a0(0)

∣∣∣ =
∣∣∣
(
e

−αk
βk−αk − 1

)
yk(−δ′)−

(
eκ − 1

)
z
∣∣∣

≤
∣∣∣e

−αk
βk−αk − eκ

∣∣∣ |z|+
∣∣∣e

−αk
βk−αk − 1

∣∣∣
∣∣z − yk(−δ′)

∣∣,

where

lim
k→∞

∣∣∣e
−αk

βk−αk − eκ

∣∣∣ = 0,
∣∣∣e

−αk
βk−αk − 1

∣∣∣ ≤ 2 and
∣∣z − yk(−δ′)

∣∣ ≤ δ.

Analogously, if k ∈ N is such that βk ≤ δ′, we have

zk(t) = e
βk

βk−αk zk(0) on [0, δ′]

and thus
∣∣∣zk(δ′)− zk(0)−∆+a0(0) z

∣∣∣ =
∣∣∣
(
e

βk
βk−αk − 1

)
zk(−δ′)−

(
e1−κ − 1

)
z
∣∣∣

≤
∣∣∣e

βk
βk−αk − e1−κ

∣∣∣ |z|+
∣∣∣e

βk
βk−αk − 1

∣∣∣
∣∣z − zk(0)

∣∣,

where

lim
k→∞

∣∣∣e
βk

βk−αk − e1−κ

∣∣∣ = 0,
∣∣∣e

βk
βk−αk − 1

∣∣∣ ≤ 2 and
∣∣z − zk(0)

∣∣ ≤ δ.

Notice that if

x0(t) = x̃+

∫ t

−1

d[a0(t)]x0(s) on [−1, 1],
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then

∆−x0(0) =
( 1

1−∆−a0(0)
− 1

)
x0(0−) =

∆−a0(0)

1−∆−a0(0)
x0(0−).

The convergence described in Example 3.2.7 is closely related to the
notion of the emphatic convergence introduced by J. Kurzweil (cf. [20,
Definition 4.1]).

Definition 3.2.8. A sequence {Ak}∞k=1 ⊂ BVn×n converges emphatically
to A0 ∈ BV

n×n on [0, 1] if

(i) there exist nondecreasing functions hk : [0, 1] 7→ R, k ∈ N∪{0}, which
are left-continuous on (0, 1] and such that

|Ak(t2)−Ak(t1)| ≤ |hk(t2)− hk(t1)|

for all k ∈ N ∪ {0} and t1, t2 ∈ [0, 1];

(ii) lim supk→∞

[
hk(t2) − hk(t1)

]
≤

[
h0(t2) − h0(t1)

]
whenever 0 ≤ t1 ≤

t2 ≤ 1 and h0 is continuous at t1 and t2;

(iii) there is Ã0 ∈ BVn×n such that limk→∞ Ak(t) = A0(t) + Ã0(t) when-

ever h0(t) = h0(t+) and |Ã0(t2) − Ã0(t1)| ≤ |h̃0(t2) − h̃0(t1)| for all

t1, t2 ∈ [0, 1], where h̃0 stands for the break part of h0;

(iv) if h0(t0+) > h0(t0), then for any z ∈ Rn and any ε > 0 there exists
δ > 0 such that for any δ′ ∈ (0, δ) there is k0 ∈ N such that

|yk(t0 + δ′)− yk(t0 − δ′)−∆+A0(t0) z| ≤ ε

holds for any k ≥ k0, any ỹk ∈ Rn such that |z − ỹk| ≤ δ and any
solution yk of the equation

yk(t) = ỹk +

∫ t

t0−δ′
d[Ak(s)] yk(s) on [t0 − δ′, t0 + δ′].

The following assertion is a restriction of Theorem 4.1 from [20] to the
linear case.

Theorem 3.2.9. Let Ak converge emphatically on [0, 1] to A0 and let
the sequence {Xk}∞k=1 ⊂ BVn×n of the fundamental matrices corresponding
respectively to Ak, k ∈ N, be uniformly bounded on [0, 1] and such that

lim
k→∞

Xk(t) = Z0(t) on [0, 1] whenever h0(t+) = h0(t).

Then Z0 ∈ BVn×n and the function X0 defined by

X0(t) =

{
Z0(t) if h0(t+) = h0(t),
Z0(t−) otherwise

is the fundamental matrix corresponding to A0.
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Remark 3.2.10. Let us notice that necessary and sufficient conditions
ensuring the uniform convergence of fundamental matrices Xk correspond-
ing to Ak, k ∈ N, to the fundamental matrix X0 corresponding to A0 may
be found in the paper [2] by M. Ashordia.

Results related to Theorem 3.2.9 obtained by the method of ”prolon-
gation” of functions of bounded variation to continuous functions along
monotone functions and using the concept of convergence under substitu-
tion instead of the emphatic convergence were also obtained by D. Fraňková
in [10] (cf. also [11]).

3.3 . Emphatic convergence

Notation 3.3.1. For a given function F ∈ BVn×n, the symbol S (F )
stands for the set of the points of discontinuity of F in [0, 1], while

S
+(F ) = {t ∈ [0, 1); ∆+F (t) 6= 0} and S

−(F )={t ∈ [0, 1); ∆−F (t) 6= 0}.

If the set S (F ) = S
+(F ) ∪ S

−(F ) is finite, then for an arbitrary
compact set M such that

M =
m⋃

j=1

[αj , βj ] ⊂ [0, 1] \S (F ) and

[αj , βj ] ∩ [αk, βk] = ∅ for j 6= k, (3.3.1)

we define

FM (t) = F (t)− F (αj) if t ∈ [αj , βj ].

Provided the set S (A0) contains at most a finite number of elements,
we can extend Theorem 3.2.9 to the case that the functions Ak, k ∈ N∪{0},
need not be left-continuous on (0, 1] in the following way.

Theorem 3.3.2. Let A0 ∈ BV
n×n, S (A0) = {τj}

m
j=1,

det
[
I−∆−A0(t)

]
6= 0 on (0, 1]

and let X0 be the fundamental matrix corresponding to A0. Assume that the
sequence {Ak}∞k=1 ⊂ BVn×n is such that

(i) supk varAk <∞ and det
[
I−∆−Ak(t)

]
6= 0 on (0, 1] for all k ∈ N;

(ii) limk→∞ AM
k (s) = AM

0 (s) uniformly on M for any M ⊂ [0, 1] \S (A0)
fulfilling (3.3.1);
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(iii) if τ ∈ S (A0) then for any z ∈ Rn and any ε > 0 there exists δ > 0
such that for any δ′ ∈ (0, δ) there is k0 ∈ N such that the relations

∣∣yk(τ) − yk(τ − δ′)−∆−A0(τ)
[
I−∆−A0(τ)

]−1
z
∣∣ ≤ ε,

∣∣zk(τ + δ′)− zk(τ) −∆+A0(τ) z
∣∣ ≤ ε

are satisfied for any k ≥ k0 and yk and zk such that |z−yk(τ−δ′)| ≤ δ,

|z − zk(τ)| ≤ δ and

yk(t) = yk(τ − δ′) +

∫ t

τ−δ′
d[Ak(s)] yk(s) on [τ − δ′, τ ],

zk(t) = zk(τ) +

∫ t

τ

d[Ak(s)] zk(s) on [τ, τ + δ′].

Then for any k ∈ N sufficiently large the fundamental matrix Xk cor-
responding to Ak is defined on [0, 1] and

lim
k→∞

Xk(t) = X0(t) on [0, 1].

Proof. Without any loss of generality we can restrict ourselves to the case
that m = 1, i.e. let S (A0) = {τ}, where τ ∈ (0, 1). Assume that x̃ ∈ Rn is
given and let xk for any k ∈ N ∪ {0} denote the solution to the equation

xk(t) = x̃+

∫ t

0

d[Ak(s)]xk(s) on [0, 1].

By Theorem 3.2.5, our assumptions (i) and (ii) imply that for any α ∈
(0, τ) we have

lim
k→∞

xk(t) = x0(t) uniformly on [0, α].

Consequently,

lim
k→∞

xk(t) = x0(t) for all t ∈ [0, τ). (3.3.2)

Furthermore, for any δ′ ∈ (0, τ) and k ∈ N we have

|x0(τ)− xk(τ)| ≤
∣∣x0(τ) − x0(τ − δ′)−∆−A0(τ) [I−∆−A0(τ)]

−1 x0(τ−)
∣∣

+
∣∣∆−A0(τ) [I−∆−A0(τ)]

−1 x0(τ−) − (xk(τ) − xk(τ − δ′))
∣∣

+ |x0(τ − δ′)− xk(τ − δ′)|. (3.3.3)

Let an arbitrary ε > 0 be given. By the assumption (iii) there exists
δ ∈ (0, ε) such that for all δ′ ∈ (0, δ) there exists k1 = k1(δ

′) ∈ N such that
for any k ≥ k1 and for any solution yk of the equation

yk(t) = yk(τ − δ′) +

∫ t

τ−δ′
d[Ak(s)] yk(s) on [τ − δ′, τ ]
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such that |yk(τ − δ′)− x0(τ−)| < δ we have

∣∣yk(τ)− yk(τ − δ′)−∆−A0(τ) [I−∆−A0(τ)]
−1 x0(τ−)

∣∣ < ε. (3.3.4)

Let us choose δ′ ∈ (0, δ) in such a way that

|x0(τ−)− x(τ − δ′)| <
δ

2

is true. Furthermore, according to (3.3.2) there is k0 ∈ N such that k0 ≥ k1

and

|x0(τ − δ′)− xk(τ − δ′)| <
δ

2
for all k ≥ k0. (3.3.5)

In particular, for k ≥ k0 we have

|x0(τ−)− xk(τ − δ′)| < δ.

Thus, if we put yk(t) = xk(t) on [τ − δ′, τ ], then the relation (3.3.4) will be
satisfied for any k ≥ k0, i.e., we have

∣∣∣xk(τ) − xk(τ − δ′)−∆−A0(τ) [I−∆−A0(τ)]
−1 x0(τ−)

∣∣∣ < ε (3.3.6)

for all k ≥ k0. Now, inserting (3.3.5)-(3.3.6) into (3.3.3), we obtain that

|xk(τ) − x0(τ)| <
δ

2
+
δ

2
+ ε < 2 ε

is satisfied for any k ≥ k0, i.e.

lim
k→∞

xk(τ) = x0(τ). (3.3.7)

Further, we will prove that there is η > 0 such that

lim
k→∞

xk(t) = x0(t)

is true on (τ, τ+η) as well. To this aim, let ε > 0 be given and let η0 ∈ (0, ε)
be such that

|x0(s)− x0(τ+)| < ε for all s ∈ (τ, τ + η0). (3.3.8)

By the assumption (iii) there exists η ∈ (0, η0) such that for any η′ ∈ (0, η)
there is `1 = `1(η

′) ∈ N such that for any k ≥ `1 and for any solution zk of
the equation

zk(t) = zk(τ) +

∫ t

τ

d[Ak(s)] zk(s) on [τ, τ + η′]
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such that |zk(τ) − x0(τ)| < η we have
∣∣zk(τ + η′)− zk(τ) −∆+A0(τ)x0(τ)

∣∣ < ε. (3.3.9)

Let us choose η′ ∈ (0, η) arbitrarily. By (3.3.8), we have

|x0(τ − η′)− x0(τ+)| < ε. (3.3.10)

Furthermore, by (3.3.7) there is `0 ∈ N such that `0 ≥ `1 and

|xk(τ) − x0(τ)| < η for all k ≥ `0.

Thus, by (3.3.9), for any k ≥ `0 we have

|xk(τ + η′)− xk(τ) −∆+A0(τ)x0(τ)| < ε. (3.3.11)

Making use of (3.3.10)-(3.3.11) we finally get for any k ≥ k0

|xk(τ + η′)− x0(τ + η′)|

≤ |xk(τ + η′)− xk(τ) − x0(τ+) + x0(τ)|

+ |x0(τ + η′)− x0(τ+)|+ |xk(τ)− x0(τ)|

= |xk(τ + η′)− xk(τ) −∆+A0(τ)x0(τ)|

+ |x0(τ+)− x0(τ + η′)|+ |xk(τ)− x0(τ)| < 3 ε,

i.e. limk→∞ xk(t) = x0(t) for all t ∈ (τ, τ + η).
The proof of the theorem can be completed by using Theorem 3.2.5 and

taking into account that x̃ ∈ Rn was chosen arbitrarily. The extension to
the general case m ∈ N is obvious.

Remark 3.3.3. Obviously, if we did not restrict ourselves to the case
of only a finite number of discontinuities of A0, we should replace the as-
sumptions (i)-(ii) in Theorem 3.3.2 by assumptions of the form (i)-(ii) from
Definition 3.2.8.

Remark 3.3.4. The following concept due to M. Pelant (cf. [27]) leads
to another interesting convergence effect which most probably cannot be
explained by Theorem 3.3.2.

Let A ∈ BVn×n and let the divisions Dk = {0 = tk0 < · · · < tkpk
= 1},

k ∈ N, of [0, 1] be such that Dk ⊃ {t ∈ [0, 1]; t = i
2k , i = 0, 1, . . .2k} ∪ {t ∈

(0, 1]; |∆−A(t)| ≥ 1
k
} ∪ {t ∈ [0.1); |∆+A(t)| ≥ 1

k
}.

For a given k ∈ N, let us put

Ak(t) =





A(t) if t ∈ Dk,

A(tki−1) +
A(tki )−A(tki−1)

tki − tki−1

(t− tki−1) if t ∈ (tki−1, t
k
i ).

Then we say that the sequence {Ak, Dk}∞k=1 piecewise linearly approxima-
tes A.
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Furthermore, for a given A ∈ BVn×n, let us define A0 on [0, 1] by

A0(t) = A(t)−
∑

s∈S
−

(A)

∆−A(s)χ[s,1](t)−
∑

s∈S
+

(A)

∆+A(s)χ(s,1](t)

+
∑

s∈S
−

(A)

(
I−

[
exp

(
∆−A(s)

)]−1
)
χ[s,1](t)

+
∑

s∈S
+

(A)

(
exp

(
∆+A(s)

)
− I

)
χ(s,1](t). (3.3.12)

Then det
[
I−∆−A0(t)

]
6= 0 on (0, 1] and the following assertion may

be proved (cf. [27]).
Let A ∈ BVn×n, let A0 be given by (3.3.12), let {Ak, Dk}∞k=1 piecewise

linearly approximate A and let for a given k ∈ N, Xk denote the fundamental
matrix corresponding to Ak. Then

lim
k→∞

Xk(t) = X0(t) for all t ∈ [0, 1].

Furthermore, if A ∈ BVn×n is such that the relations

det[I−∆−A(t)] 6= 0 on (0, 1] and

det[I +∆+A(t)] 6= 0 on [0, 1) (3.3.13)

are true, then for t ∈ [0, 1] we can define

A∗0(t) = A(t)−
∑

s∈S
−

(A)

∆−A(s)χ[s,1](t)−
∑

s∈S
+

(A)

∆+A(s)χ(s,1](t)

+
∑

s∈S
−

(A)

ln
[
I−∆−A(s)

]−1
χ[s,1](t)

+
∑

s∈S
+

(A)

ln
[
I +∆+A(s)

]
χ(s,1](t) (3.3.14)

and the following assertion is an immediate corollary of the above mentioned
result of M. Pelant.

Theorem 3.3.5. Let A ∈ BVn×n be such that (3.3.13) holds and let X be
the fundamental matrix corresponding to A. Let A∗0 be given by (3.3.14), let
{Ak, Dk}∞k=1 piecewise linearly approximate A∗0 and let for a given k ∈ N,

Xk denote the fundamental matrix corresponding to Ak. Then

lim
k→∞

Xk(t) = X(t) for all t ∈ [0, 1].



Chapter 4

Linear Boundary Value

Problems

for Generalized

Differential Equations

4.1 . Introduction

This chapter is devoted to linear boundary value problems for general-
ized linear differential equations

x(t) − x(0)−

∫ t

0

d[A(s)]x(s) = f(t)− f(0), t ∈ [0, 1], (4.1.1)

M x(0) +

∫ 1

0

K(s) d[x(s)] = r (∈ R
m) (4.1.2)

and the corresponding controllability problems. In particular, we obtain the
adjoints to these problems in such a way that the usual duality theory can be
extended to them. In contrast to the earlier papers (cf. e.g. [54], [46], [47],
[43], [44] and the monograph [45]) the right-hand side of the equation (4.1.1)
can be in general a regulated function (not necessarily of bounded variation).
Similar problems in the space of regulated functions were treated e.g. by
Ch. S. Hönig [15], [17], [16], L. Fichmann [9] and L. Barbanti [5], where the
interior (Dushnik) integral was used. Let us notice that by Theorem 2.4.8
the left-hand side of the additional condition (4.1.2) represents the general
form of a linear bounded mapping of the space of functions regulated on
the closed interval [0, 1] and left-continuous on its interior (0, 1), equipped
with the supremal norm, into Rn.

The basic properties of the Perron-Stieltjes integral with respect to scalar

53
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regulated functions were described in Chapter 2. The extension of these re-
sults to vector valued or matrix valued functions is obvious (they are used
componentwise in these situations) and hence for the basic facts concerning
integrals with respect to regulated functions we shall refer to the corre-
sponding assertions from Chapter 2.

4.2 . Auxiliary lemma

The following property of the functions of strongly bounded variation (cf.
1.2.5) will be helpful later.

Lemma 4.2.1. Let W : [0, 1]× [0, 1] 7→ Rn×n be such that

v(W ) + var1
0W (0, .) <∞. (4.2.1)

Then for any g ∈ Gn, the function

w(t) =

∫ 1

0

ds[W (t, s)] g(s), t ∈ [0, 1] (4.2.2)

is defined and has a bounded variation on [0, 1] and

w(t+) =

∫ 1

0

ds[W (t+, s)] g(s) if t ∈ [0, 1), (4.2.3)

w(t−) =

∫ 1

0

ds[W (t−, s)] g(s) if t ∈ (0, 1].

Proof. Let g ∈ Gn be given. Since (4.2.1) implies that var1
0W (t, .) <∞ for

any t ∈ [0, 1] (cf. e.g. Lemma I.6.6 in [45]), the function (4.2.2) is defined
for any t ∈ [0, 1]. Furthermore, let an arbitrary division d = {t0, t1, . . . , tk}
of [0, 1] be given. Then by Lemmas I.4.16 and I.6.13 of [45] we have

k∑

j=1

|w(tj)− w(tj−1)| ≤
k∑

j=1

var1
0(W (tj , .)−W (tj−1, .)) ‖g‖ ≤ v(W ) ‖g‖,

and consequently
var1

0 w ≤ v(W ) ‖g‖ <∞.

In particular, w ∈ Gn. Moreover, by [45, Lemma I.6.14]) all the functions

W (t+, .) and W (s−, 0), t ∈ [0, 1), s ∈ (0, 1]

are of bounded variation on [0, 1]. Thus the integrals on the right-hand sides
of (4.2.3) are well defined. As g is on [0, 1] a uniform limit of a sequence
of finite step functions and any finite step function on [0, 1] is a linear
combination of simple jump functions on [0, 1]

χ[0,σ], χ[σ,1], σ ∈ [0, 1], (4.2.4)
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it is sufficient to verify the relations (4.2.3) for the case that g is a simple
jump function of the type (4.2.4). Let g = χ[0,σ], where σ ∈ [0, 1]. Then for
any t ∈ [0, 1] we have

w(t) =

∫ σ

0

ds[W (t, s)] + (W (t, σ+)−W (t, σ)) = W (t, σ+)−W (t, σ).

Consequently,

w(t+) = W (t+, σ+)−W (t+, 0) if t ∈ [0, 1)

and

w(t−) = W (t−, σ+)−W (t−, 0) if t ∈ (0, 1].

On the other hand, we have
∫ 1

0

ds[W (t+, s)] g(s) = W (t+, σ+)−W (t+, 0) if t ∈ [0, 1)

and ∫ 1

0

ds[W (t−, s)] g(s) = W (t−, σ+)−W (t−, 0) if t ∈ (0, 1].

This means that the function g = χ[0,σ] satisfies the relations (4.2.3) for
any σ ∈ [0, 1). Similarly we could verify that the function g = χ[σ,1] satisfies
(4.2.3) for any σ ∈ [0, 1], and this completes the proof.

4.3 . Boundary value problem

We will consider the boundary value problem of determining a function
x : [0, 1] 7→ Rn fulfilling the generalized differential equation (4.1.1) and the
additional condition (4.1.2).

Throughout this chapter we assume

A ∈ BV
n×n, A(0+) = A(0), A(t−) = A(t) on (0, 1], (4.3.1)

det(I + ∆+A(t)) 6= 0 on [0, 1); (4.3.2)

M ∈ R
m×n; K ∈ BV

m×n; (4.3.3)

f ∈ G
n
L and r ∈ R

m. (4.3.4)

Remark 4.3.1. The assumptions (4.3.1) and (4.3.3) ensure that

L : x ∈ G
n
L 7→ x(t)− x(0)−

∫ t

0

d[A(s)]x(s) (4.3.5)

defines a linear bounded operator on Gn
L (cf. Proposition 2.3.16 and Theo-

rem 2.3.8) and

K : x ∈ G
n
L 7→M x(0) +

∫ 1

0

K(s) d[x(s)] (4.3.6)
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defines a linear bounded mapping of Gn
L into Rm (cf. Theorem 2.4.8).

Hence, by

A : x ∈ G
n
L 7→

(
L x

K x

)
∈ G

n
L × R

m (4.3.7)

we define a linear bounded mapping of Gn
L into Gn

L × Rm.

Moreover, notice that according to Theorem 2.4.8, any linear continuous
mapping K of Gn

L into Rm can be expressed in the form (4.3.6), where
M ∈ Rm×n and K ∈ BVm×n.

Remark 4.3.2. It is well-known (cf. [45, Theorem III.2.10]) that under
the assumptions (4.3.1)-(4.3.2) there exists a unique n × n−matrix valued
function U(t, s) such that

U(t, s) = I +

∫ t

0

d[A(τ)]U(τ, s) for t, s ∈ [0, 1]. (4.3.8)

It is called the fundamental matrix of the homogeneous equation

x(t)− x(0)−

∫ t

0

d[A(s)]x(s) = 0 on [0, 1] (4.3.9)

and possesses the following properties

|U(t, s)|+ var1
0U(t, .) + var1

0U(., s) + v (U) ≤M <∞ for t, s ∈ [0, 1],

U(t, τ)U(τ, s) = U(t, s) for t, s, τ ∈ [0, 1],

detU(t, s) 6= 0 for t, s ∈ [0, 1],

U(t+, s) = [I + ∆+A(t)]U(t, s) for t ∈ [0, 1), s ∈ [0, 1],

U(t−, s) = U(t, s) for t ∈ (0, 1], s ∈ [0, 1],

U(t, s+) = U(t, s) [I + ∆+A(t)]−1 for t ∈ [0, 1], s ∈ [0, 1),

U(t, s−) = U(t, s) for t ∈ [0, 1], s ∈ (0, 1].

For a given c ∈ Rn, the equation (4.3.9) possesses a unique solution
x : [0, 1] 7→ Rn on [0, 1] such that x(0) = c and this solution is given by (cf.
[45, Theorem III.2.4])

x(t) = U(t, 0) c, t ∈ [0, 1].

It is well-known (cf. [45, Theorem III.2.13]) that for any f : [0, 1] 7→ Rn of
bounded variation on [0, 1] (f ∈ BVn) and any c ∈ Rn there exists a unique
solution x of (4.1.1) on [0, 1] such that x(0) = c. This solution has a bounded
variation on [0, 1] and is given on [0, 1] by

x(t) = U(t, 0) c+ f(t)− f(0) +

∫ t

0

ds[U(t, s)] (f(s)− f(0)).
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To extend this assertion also to equations (4.1.1) with right-hand sides
f ∈ Gn

L, the following lemma will be helpful.

Lemma 4.3.3. Assume (4.3.1) and (4.3.2). Then for any f ∈ Gn
L the

function

ψ(t) = f(t)− f(0)−

∫ t

0

ds[U(t, s)] (f(s)− f(0)) (4.3.10)

is defined and regulated on [0, 1] and left-continuous on (0, 1). The operator

Ψ : f ∈ G
n
L 7→ ψ ∈ G

n
L (4.3.11)

is linear and bounded.

Proof. The function ψ is obviously defined on [0, 1]. Let us put

W (t, s) = U(t, s) if t ≥ s and W (t, s) = U(t, t) if t < s. (4.3.12)

Then
∫ t

0

ds[U(t, s)] (f(s)− f(0)) =

∫ t

0

ds[W (t, s)] (f(s)− f(0)) (4.3.13)

holds for any t ∈ [0, 1] and f ∈ Gn
L. Since obviously

v (W ) + var1
0W (0, .) <∞, (4.3.14)

we may use Lemma 4.2.1 to show that ψ ∈ Gn
L for any f ∈ Gn

L. The
boundedness of the operator Ψ follows from the inequality

|ψ(t)| ≤ 2 (var1
0W (t, .)) ‖f‖ ≤ 2 (v (W ) + var1

0W (0, .)) ‖f‖

(cf. [45, Lemma I.6.6]).

Proposition 4.3.4. Assume (4.3.1) and (4.3.2). Then for any f ∈ G
n
L

and any c ∈ Rn the equation (4.1.1) possesses on [0, 1] a unique solution
x ∈ Gn

L such that x(0) = c. This solution belongs to Gn
L and is given by

x = Φ c+ Ψf, (4.3.15)

where Ψ is the linear bounded operator on Gn
L given by (4.3.10) and (4.3.11)

and Φ is the linear bounded mapping of Rn into Gn
L given by

Φ : c ∈ R
n 7→ U(t, 0) c.

Proof. Let f ∈ Gn
L and c ∈ Rn be given. By Lemma 4.3.3 the function x

given by (4.3.15) is defined on [0, 1] and belongs to Gn
L. Hence the integral

∫ t

0

d[A(s)]x(s)
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is defined for any t ∈ [0, 1]. Inserting (4.3.10) into this integral and taking
into account (4.3.5) and (4.3.12)-(4.3.14) we obtain by Theorems 2.3.19
(substitution) and 2.3.20 (change of the integration order)

∫ t

0

d[A(s)]x(s) = [U(t, 0)− I ] c+

∫ t

0

d[A(s)] (f(s)− f(0))

−

∫ t

0

d
[ ∫ t

0

d[A(τ)]W (τ.s)
]
(f(s)− f(0))

= [U(t, 0)− I ] c−

∫ t

0

ds[U(t, s)] (f(s)− f(0))

= x(t) − x(0)− f(t) + f(0)

for any t ∈ [0, 1]. Hence x is a solution of (4.1.1) on [0, 1]. Obviously, x(0) =
c. The uniqueness of this solution follows from the uniqueness of the zero
solution to the equation

u(t) =

∫ t

0

d[A(s)]u(s)

on [0, 1] (cf. [45, Theorem III.1.4]). The boundedness of the operator Φ is
evident and the boundedness of Ψ was shown in Lemma 4.3.3.

Now, by a standard technique due to D.Wexler (cf. [56]) we can prove
the normal solvability of the operator A given by (4.3.7).

Proposition 4.3.5. Assume (4.3.1)-(4.3.3). Then the operator A has
a closed range in Gn

L × Rm.

Proof. By (4.3.15) a couple (f, r) ∈ Gn
L × Rm belongs to the range R (A )

of the operator A if and only if there exists a c ∈ Rn such that

(K Φ) c = r − (K Ψ) f,

i.e. R (A ) = Θ−1(R (K Φ)), where

Θ : (f, r) ∈ G
n
L × R

m 7→ r − (K Ψ)f ∈ R
m

is obviously a continuous operator. R (K Φ) being finite dimensional, it is
closed and consequently R (A ) is closed as well.

By Theorem 2.4.8 the dual space to G
n may be represented by the space

BVn × Rn, while for (y, δ) ∈ BVn × Rn the corresponding linear bounded
functional on Gn

L is given by

x ∈ G
n
L 7→ 〈x, (y, δ)〉 := δT x(0) +

∫ 1

0

yT(s) d[x(s)] ∈ R. (4.3.16)
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Thus, the adjoint operator to A may be represented by the operator

A
∗ : BV

n × R
n × R

m 7→ BV
n × R

m

defined by the relation

〈A x, (y, γ, δ)〉 : = 〈L x, (y, γ)〉+ δT (K x) = 〈x,A ∗(y, γ, δ)〉 (4.3.17)

for x ∈ G
n
L, y ∈ BV

n, γ ∈ R
n and δ ∈ R

m.

Definition 4.3.6. The operator A
∗ : BVn × Rn × Rm 7→ BVn × Rm

fulfilling (4.3.17) is called the adjoint operator to A .

The next theorem provides an explicit form of the adjoint operator to
A .

Theorem 4.3.7. Assume (4.3.1)-(4.3.3). Then the adjoint operator A
∗

is defined by

A
∗ : (yT, γT, δT) ∈ BV

n × R
n × R

m 7→

(
yT(t) + δT K(t)−

∫ 1

t

yT(t) d[Ã(s+)], δT M

−

∫ 1

0

yT(s) d[Ã(s)]
)
∈ BV

n × R
n, (4.3.18)

where

Ã(t) =

{
A(t+) if t < 1,
A(1) if t = 1.

(4.3.19)

Proof. Let x ∈ Gn
L, y ∈ BVn, γ ∈ Rn and δ ∈ Rm. Inserting (4.3.5) and

(4.3.6) into the left-hand side of (4.3.17) we obtain

〈A x, (y, γ, δ)〉 =

∫ 1

0

yT(s) d
[
x(t) −

∫ t

0

d[A(s)]x(s)
]

+ δT
(
M x(0) +

∫ 1

0

K(t) d[x(t)]
)

=

∫ 1

0

(
yT(t) + δTK(t)

)
d[x(t)] + δTM x(0)

+

∫ 1

0

yT(t) d
[ ∫ t

0

d[A(s)]x(s)
]
. (4.3.20)

Furthermore, by the Substitution Theorem (cf. Theorem 2.3.19) we have

∫ 1

0

yT(t)d
[ ∫ t

0

d[A(s)]x(s)
]

=

∫ 1

0

yT(t) d[A(t)]x(t) = −

∫ 1

0

d
[ ∫ 1

t

yT(s) d[A(s)]
]
x(t).
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Now, integrating by parts (cf. Theorem 2.3.15) we obtain

∫ 1

0

yT(t) d

[ ∫ t

0

d[A(s)]x(s)

]

=

( ∫ 1

0

yT(s) d[A(s)]

)
x(0) +

∫ 1

0

( ∫ 1

t

yT(s) d[A(s)]

)
d[x(s)]

+
∑

0≤t<1

∆+wT(t) ∆+x(t) −
∑

0<t≤1

∆−wT(t) ∆−x(t), (4.3.21)

where

wT(t) =

∫ 1

t

yT(s) d[A(s)] for t ∈ [0, 1].

As

∆+wT(0) = −yT(0) ∆+A(0) = 0,

∆+wT(t) = −yT(t) ∆+A(t) for t ∈ (0, 1)

and

∆−wT(t) = −yT(t) ∆−A(t) = 0 for t ∈ (0, 1],

the relation (4.3.21) reduces to

∫ 1

0

yT(t)d

[ ∫ t

0

d[A(s)]x(s)

]

=

( ∫ 1

0

yT(s) d[A(s)]

)
x(0) +

∫ 1

0

( ∫ 1

t

yT(s) d[A(s)]

)
d[x(t)]

−
∑

0<t<1

yT(t)∆+A(t)∆+x(t).

Let us put zT(t) = yT(t)∆+A(t) for t ∈ [0, 1) and zT(1) = 0. Then zT(t+) =
zT(t−) = 0 for t ∈ (0, 1), zT(0) = zT(0+) = zT(1−) = zT(1) = 0 and
zT(t) = 0 if and only if ∆+A(t) = 0. Hence, using Proposition 2.3.12 we
get

∫ 1

0

zT(t) d[x(t)] =
∑

0<t<1

zT(t) ∆x(t) =
∑

0<t<1

yT(t) ∆+A(t) ∆+x(t)

and

∫ 1

0

yT(t) d

[∫ t

0

d[A(s)]x(s)

]
=

( ∫ 1

0

yT(s) d[A(s)]

)
x(0)

+

∫ 1

0

( ∫ 1

t

yT(s) d[A(s)]

)
d[x(t)] −

∫ 1

0

zT(t) d[x(t)].
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If we define B(t) = ∆+A(t) on [0, 1] (i.e. B(1) = 0), then B(t) = 0 if and
only if ∆+A(t) = 0 and, moreover, B(0) = B(0+) = B(t−) = B(t+) =
B(1−) = B(1) for any t ∈ (0, 1). Consequently,

∫ 1

t

yT(s) d[B(s)] = yT(t) ∆+B(t) = −yT(t) ∆+A(t) = −zT(t) on [0, 1)

(cf. Corollary 2.3.14). Thus,

∫ 1

0

yT(t)d

[∫ t

0

d[A(s)]x(s)

]

=

(∫ 1

0

yT(s) d[A(s)]

)
x(0) +

∫ 1

0

( ∫ 1

t

yT(s) d[A(s)]

)
d[x(t)]

+

∫ 1

0

( ∫ 1

t

yT(s) d[B(s)]

)
d[x(t)]

=

(∫ 1

0

yT(t) d[A(t)]

)
x(0)

+

∫ 1

0

( ∫ 1

t

yT(s) d[A(s+)]

)
d[x(t)], (4.3.22)

where the convention A(1+) = A(1) is used. Finally, inserting (4.3.22) into
(4.3.20) we obtain

〈A x, (y, γ, δ)〉 =

∫ 1

0

(
yT(t) + δTK(t)−

∫ 1

t

yT(s) d[A(s+)]
)

d[x(t)]

+
(
δTM −

∫ 1

0

yT(s) d[A(s)]
)
x(0).

Theorem 4.3.8. Assume (4.3.1)-(4.3.3) and let y ∈ BVn, γ ∈ Rn and
δ ∈ Rm. Then (y, γ, δ) ∈ N (A ∗) if and only if

yT(t) = yT(1) +

∫ 1

t

yT(s) d[Ã(s)]− δT (K(t)−K(1)) on [0, 1], (4.3.23)

yT(0) + δT (K(0)−M) = 0, yT(1) + δT K(1) = 0, (4.3.24)

where Ã is defined by (4.3.19).

Proof. By (4.3.18), (y, γ, δ) ∈ N (A ) if and only if

yT(t) =

∫ 1

t

yT(s) d[Ã(s)]− δTK(t) on [0, 1] (4.3.25)

and

δTM =

∫ 1

0

yT(s)d[A(s)]. (4.3.26)
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For t = 1 the relation (4.3.25) yields yT(1) − δTK(1) = 0. Thus, (4.3.25)
may be rewritten as (4.3.23). Furthermore, for t = 0 we get from (4.3.25)

yT(0) =

∫ 1

0

yT(s) d[A(s)]− δTK(0). (4.3.27)

Since ∫ 1

0

yT(s) d[Ã(s)−A(s)] = 0 for all y ∈ BV
n,

the relation (4.3.27) reduces by (4.3.26) to yT(0) = δT (M − K(0)). This
completes the proof.

Definition 4.3.9. The problem of determining a function y : [0, 1] 7→ Rn

of bounded variation on [0, 1] and δ ∈ Rm such that (4.3.23) and (4.3.24)
are true is called the adjoint problem to the problem (4.1.1), (4.1.2).

By (4.3.16), Proposition 4.3.5 and Theorem 4.3.7 the linear operator
equation

A x =

(
h

r

)
,

where h ∈ Gn
L is given by h(t) = f(t) − f(0) on [0, 1], fulfils the assump-

tions of the fundamental theorem on the Fredholm alternative for linear
operator equations (cf. e.g. [30, Theorem 4.12]). Thus, we have:

Theorem 4.3.10. Assume (4.3.1)-(4.3.4). Then the problem (4.1.1),
(4.1.2) possesses a solution if and only if

∫ 1

0

yT(t) d[f(t)] + δT r = 0

holds for any solution (y, δ) of the adjoint problem (4.3.23), (4.3.24).

The adjoint problem 4.3.11. For any δ ∈ Rm fixed, the equation
(4.3.23) is a generalized linear differential equation which was treated in
detail in Section III.4 in [45]. Let us recall here some basic facts. For given
δ ∈ Rm and η ∈ Rn, the equation (4.3.23) possesses a unique solution y on
[0, 1] such that y(1) = η. This solution is given on [0, 1] by

yT(t) = ηT V (1, t)− δT (K(t)−K(1))

− δT

∫ 1

t

(K(s)−K(1)) ds[V (s, t)], (4.3.28)

where V is an n×n−matrix valued function uniquely determined on [0, 1]×
[0, 1] by the relation

V (t, s) = I +

∫ t

s

V (t, τ) d[Ã(τ)], t, s ∈ [0, 1].
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The relationship of the matrix valued functions U and V is given by The-
orem III.4.1 of [45]. Under our assumptions (4.3.1) and (4.3.2) we have
according to this theorem

U(t, s) = V (t, s) + V (t, s) ∆+A(s)

+ ∆+A(t)U(t, s) for t, s ∈ [0, 1] (4.3.29)

(where ∆+A(1) = 0). It is easy to verify that a couple (y, δ) ∈ BVn×Rm is
a solution to the adjoint problem (4.3.23), (4.3.24) if and only if y is given
by (4.3.28), where ηT = −δTK(1) and δ satisfies the algebraic equation

δT
(
M +

∫ 1

0

K(s) ds[V (s, 0)]
)

= 0. (4.3.30)

Let us put W (t) = V (t, 0)−U(t, 0). Then by (4.3.29)W (t) = ∆+A(t)U(t, 0)
and consequently

W (0) = W (0+) = W (t+) = W (t−) = W (1−) = W (1) = 0

holds for any t ∈ (0, 1). This implies that

∫ 1

0

K(s) ds[V (s, 0)] =

∫ 1

0

K(s) ds[U(s, 0)]

holds, i.e. the equation (4.3.30) may be rewritten as

δT
(
M +

∫ 1

0

K(s) ds[U(s, 0)]
)

= 0. (4.3.31)

Inserting ηT = −δTK(1) and

∫ 1

t

K(1) ds[V (s, t)] = K(1) (V (1, t)− I)

into (4.3.28) we may now easily complete the proof of the following charac-
terization of the adjoint problem to (4.1.1), (4.1.2).

Proposition 4.3.12. Assume (4.3.1)-(4.3.3). Then a couple (y, δ) ∈
BVn × Rm is a solution to the problem (4.3.23), (4.3.24) (i.e. (y, δ) ∈
N (A ∗)) if and only if

yT(t) = −δT
(
K(t) +

∫ 1

t

K(s) ds[V (s, t)]
)

for t ∈ [0, 1]

and δ verifies the equation (4.3.31).Moreover, for the dimension dim N (A ∗)
of the null space N (A ∗) of the operator A the relation

dim N (A ∗) = m− rank
(
M +

∫ 1

0

K(s) ds[U(s, 0)]
)

(4.3.32)

is true.
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Since, on the other hand, x ∈ Gn
L is a solution of the homogeneous

boundary value problem (4.3.9),

M x(0) +

∫ 1

0

K(s) d[x(s)] = 0

(i.e. x ∈ N (A )) if and only if x(t) = U(t, 0) c and

( ∫ 1

0

K(s) ds[U(s, 0)]
)
c = 0,

the following assertion follows immediately from (4.3.32).

Theorem 4.3.13. Assume (4.3.1)-(4.3.3). Then

dim N (A )− dim N (A ∗) = n−m.

Remark 4.3.14. Let us note that the main assertions of this section
(Propositions 4.3.4, 4.3.4 and 4.3.12 and Theorems 4.3.7, 4.3.8, 4.3.10 and
4.3.13) remain valid when the assumptions (4.3.1), (4.3.2) and (4.3.4) are
respectively replaced by

A ∈ BV
n×n, ∆+A(0) = 0, ∆−A(t) = ∆+A(t) (4.3.1’)

on (0, 1),∆−A(1) = 0, (4.3.33)

det(I − (∆−A(t))2) 6= 0 on (0, 1), (4.3.2’)

and

f ∈ G
n
reg

and r ∈ R
m, (4.3.4’)

the space Gn
L is replaced by the space Gn

reg
and Ã(t) ≡ A(t) on [0, 1] (see

[53], where also some more details concerning the periodic problem (4.1.1),
x(0) = x(1) can be found). Notice that by virtue of Theorem 2.5.7 the
left-hand side of (4.1.2) represents also a general linear bounded mapping
of Gn

reg
into Rm.

Finally, let us note that it is known (cf. [28, Proposition 2.3]) that if A
and f fulfil the assumptions (4.3.1’), (4.3.2’) and (4.3.4’), then the equation
(4.1.1) reduces to the distributional differential equation

x′ −A′ x = f ′,

where the product A′ x is the functional on the usual (cf. [13] and [28, Sec.
1.3]) space D

n of n−dimensional test functions given by:

A′ x : ϕ ∈ D
n 7→

∫ 1

0

ϕT(s) d
( ∫ t

0

d[A(s)]x(s)
)
∈ R.

For related results concerning linear periodic problems or linear differential
equations with distributional coefficients, see also [57], [4], [6] or [24].
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4.4 . Controllability type problem

Let us assume that

U is a linear space and B ∈ L (U,Gn
L). (4.4.1)

In this section we will consider the problem (4.4.2), (4.1.2) of determining
x ∈ Gn

L and u ∈ U such that

x(t)− x(0)−

∫ t

0

d[A(s)]x(s) + (B u)(t)− (B u)(0)

= f(t)− f(0) on [0, 1] (4.4.2)

and (4.1.2) are satisfied.

Remark 4.4.1. If m = n,

M =

(
I
I

)
,K(t) =

(
0
I

)
and r =

(
x0

x1

)
,

then the condition (4.1.2) reduces to the couple of conditions

x(0) = x0, x(1) = x1.

Furthermore, if U = Ln
2 (the space of n−vector valued functions square

integrable on [0, 1]), P and q are Lebesgue integrable on [0, 1], Q is square
integrable on [0, 1],

A(t) =

∫ t

0

P (s) ds, f(t) =

∫ t

0

q(s) ds on [0, 1]

and

B : u ∈ L
n
2 7→

∫ t

0

Q(s)u(s) ds,

then the equation (4.4.2) reduces to the ordinary differential equation

x′ = P (t)x+Q(t)u+ q(t)

on [0, 1]. Thus, the given problem (4.4.2), (4.1.2) is a generalization of the
controllability problem for linear ordinary differential equations. The prob-
lem (4.4.2), (4.1.2) could be also viewed as a (possibly infinite dimensional)
perturbation of the boundary value problem (4.1.1), (4.1.2).

To obtain necessary and sufficient conditions for the solvability of the
problem (4.4.2), (4.1.2) in the form of the Fredholm alternative the following
abstract scheme will be applied.
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Abstract controllability type problem 4.4.2. Let X, Y, Y+ and U

be linear spaces and let

h ∈ Y, y ∈ Y
+ 7→ 〈h, y〉Y ∈ R

be a bilinear form on Y× Y+. For M ⊂ Y and N ⊂ Y+, let us denote

⊥M = {y ∈ Y
+ : 〈m, y〉Y= 0 for all m ∈M}

and

N⊥ = {h ∈ Y : 〈h, y〉Y = 0 for all y ∈ N}.

Let A ∈ L (X,Y), Q ∈ L (U,Y) and h ∈ Y be given and let us consider
the operator equation for (x, u) ∈ X× U

A x+ Q u = h. (4.4.3)

Let us denote

N
+

A
= ⊥

R (A ) and N
+

Q
= ⊥

R (Q ). (4.4.4)

(Obviously N
+

A
and N

+
Q are linear subspaces of Y+.)

Let us assume that

(⊥R (A ))⊥ = R (A ) and dim N
+

A
<∞. (4.4.5)

In particular, we have (cf. (4.4.4))

R (A ) = (N +

A
)⊥. (4.4.6)

Furthermore, let k = dim N
+

A
and let {y1, y2, . . . , yk} be a basis of N

+

A
.

In virtue of (4.4.6), the equation (4.4.3) possesses a solution in X×U if and
only if there exists a solution u ∈ U to the equation

C u = b, (4.4.7)

where C ∈ L (U,Rk) and b ∈ Rk are given by

C : u ∈ U 7→ (〈Q u, yj〉Y)j=1,2,...,k ∈ R
k

and

b = (〈h, y〉Y )j=1,2,...,k ∈ R
k.

Since dim R (C ) ≤ k <∞, it follows that (⊥R (C ))⊥ = R (C ) (cf. [30]) or,
in other words, the equation (4.4.7) possesses a solution in U if and only if

vT b = 0 for all v ∈ R
k such that vT (Cu) = 0 for all u ∈ U. (4.4.8)

It is easy to verify that the condition (4.4.8) is equivalent to the condition

〈h, y〉Y = 0 for all y ∈ N
+

A
∩N

+

Q
. (4.4.9)

Summarizing the above considerations we get the following proposition.
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Proposition 4.4.3. Assume A ∈ L (X,Y), Q ∈ L (U,Y), h ∈ Y and
(4.4.5). Then the equation (4.4.3) possesses a solution in X×U if and only
if (4.4.9) is satisfied.

Let us notice that up to now no assumptions on topologies in X, Y, Y+

and U and on the boundedness of the operators A , B have been needed.
Of course, the assumptions of the above proposition are fulfilled if X and Y

are Banach spaces, Y+ is the dual space of Y, (〈., y〉Y for y ∈ Y+ are linear
bounded functionals on Y), the range R (A ) of A is closed in Y and the
null space N (A ∗) of the adjoint operator A

∗ to A has a finite dimension.
(In this case N

+

A
= N (A ∗).)

The problem (4.4.2), (4.1.2) reduces to the operator equation (4.4.3) if
we put

X = G
n
L, Y = G

n
L × R

n, Y
+ = BV

n × R
n × R

m,

〈(f, r), (y, γ, δ)〉Y = δT r + γT f(0) +

∫ 1

0

yT(s) d[f(s)]

for f ∈ G
n
L, r ∈ R

m, y ∈ BV
n, γ ∈ R

n and δ ∈ R
m,

Q : u ∈ U 7→

(
(B u)(t)−B u)(0)

0

)
∈ G

n
L × R

m and

h(t) =

(
f(t)− f(0)

0

)
∈ G

n
L × R

m

and if we make use of (4.3.7) again. By Propositions 4.3.5 and 4.3.12 the
assumptions of the above proposition are fulfilled and hence the following
assertions are true (cf. Theorem 4.3.8).

Theorem 4.4.4. Assume (4.3.1)-(4.3.4) and (4.4.1). Then the problem
(4.4.2), (4.1.2) possesses a solution in Gn

L × U if and only if

∫ 1

0

yT(t) d[f(t)] + δT r = 0 (4.4.10)

holds for any solution (y, δ) of the system (4.3.23), (4.3.24) such that

∫ 1

0

yT(t) d[(B u)(t)] = 0 for all u ∈ U. (4.4.11)

Corollary 4.4.5. Assume (4.3.1)-(4.3.3) and (4.4.1). Then the problem
(4.4.2), (4.1.2) possesses a solution in Gn

L × U for any f ∈ Gn
L and any

r ∈ R
m if and only if the only solution (y, δ) of (4.3.23), (4.3.24) which

fulfils (4.4.11) is the zero solution (i.e. y(t) ≡ 0 on [0, 1], δ = 0).
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Remark 4.4.6. In accordance with the usual terminology the system
(4.4.2), (4.1.2) is called completely controllable (or more precisely com-
pletely (B ,M,K)−controllable) if it possesses a solution in G

n
L×U for any

f ∈ Gn
L and any r ∈ Rm (cf. [12], [25], [23]). The problem (4.3.23), 4.3.24),

(4.4.11) adjoint to (4.4.2), (4.1.2) in the sense of Theorem 4.4.4 is a gener-
alization of classical observability problems for linear ordinary differential
equations and Corollary 4.4.5 is a generalization of the well known theorem
(cf. e.g. [31], [29]) on the duality between controllability and observability
problems for linear ordinary differential equations. Controllability is often
considered for homogeneous differential equations. In an analogous situa-
tion for the problem (4.4.2), (4.1.2) (i.e. f(t) ≡ f(0) on [0, 1]) we obtain
that the system

x(t)− x(0)−

∫ t

0

d[A(s)]x(s) + (B u)(t)− (B u)(0)=0 on [0, 1], (4.4.12)

(4.1.2) possesses a solution in Gn
L × U for any r ∈ Rm if and only if the

only couple (y, δ) ∈ BVn×Rm fulfilling (4.3.23), (4.3.24) and (4.4.11) is the
zero one. In fact, it follows immediately from (4.4.10) that (4.4.12), (4.1.2)
has a solution in Gn

L × U for any r ∈ Rm if and only if δ = 0 holds for
any couple (y, δ) ∈ BVn × Rm fulfilling (4.3.23), (4.3.24) and (4.4.11). By
4.3.11 this implies that y(t) ≡ 0 on [0, 1] for any such couple, of course.

Corollary 4.4.7. Assume (4.3.1)-(4.3.3) and let U = Gh
L

and

B : u ∈ G
h
L
7→

∫ t

0

d[B(s)]u(s), t ∈ [0, 1],

where B(s) is an n × h−matrix valued function of bounded variation on
[0, 1], right-continuous at 0 and left-continuous on (0, 1]. Then the problem
(4.4.2), (4.1.2) has a solution if and only if (4.4.10) holds for any solution
(y, δ) of the system (4.3.23), (4.3.24) such that

∫ 1

t

yT(s) d[B(s+)] = 0 for all t ∈ [0, 1].

Proof follows from Theorem 4.4.4 and from the relation

∫ 1

0

yT(t) d

[∫ t

0

d[B(s)]u(s)

]
=

=

(∫ 1

0

yT(t) d[B(t)]

)
u(0) +

∫ 1

0

( ∫ 1

t

yT(s) d[B(s+)]

)
d[u(t)]

for all u ∈ G
h
L

and y ∈ BV
n,

which can be verified analogously to the corresponding relation for the n×
n−matrix valued function A(t) in the proof of Theorem 4.3.7.
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Corollary 4.4.8. Assume (4.3.1)-(4.3.3) and let U = Gh
L

and

B : u ∈ G
h
L
7→

∫ t

0

B(s) d[u(s)],

where B(s) is an n×h−matrix valued function of bounded variation on [0, 1].
Then the problem (4.4.2), (4.1.2) has a solution if and only if (4.4.10)
holds for any couple (y, δ) ∈ BV

n × R
m fulfilling (4.3.23), (4.3.24) and

yT(t)B(t) = 0 on [0, 1].

Proof. Since by the Substitution Theorem (cf. Theorem 2.3.19) the relation

∫ 1

0

yT(t) d[(Bu)(t)] =

∫ 1

0

yT(t) d

[ ∫ t

0

B(s) d[u(s)]

]

=

∫ 1

0

yT(t)B(t) d[u(t)]

holds for all y ∈ BVn and u ∈ Gh
L, the proof follows immediately from

Theorem 4.4.4.

Definition 4.4.9. Let T = {t1, t2, . . . , tν} be such that

1 > t1 > t2 > · · · > tν > 0. (4.4.13)

Then we denote by UT the subset of Gn
L consisting of all functions u ∈ Gn

L

which are constant on each of the intervals

[0, tν ], (t1, 1], (tk+1, tk], k = 1, 2, . . . , ν − 1.

Proposition 4.4.10. Let T = {t1, t2, . . . , tν} fulfil (4.4.13) and let UT

be defined by Definition 4.4.9. Then UT is a linear space. Furthermore, if
y ∈ BVn, then

∫ 1

0

yT(t) d[u(t)] = 0 for all u ∈ UT (4.4.14)

holds if and only if

yT(τ) = 0 for any τ ∈ UT . (4.4.15)

Proof. The first part of the proposition is evident. Let us suppose that
(4.4.14) holds. Then for a given τ ∈ T, the function χ(τ,1] belongs to UT

and (cf. Proposition 2.3.3)

∫ 1

0

yT(t) d[χ(τ,1](t)] = yT(τ) = 0.
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Analogously, χ[1] ∈ UT , while

∫ 1

0

yT(t) d[χ[1](t)] = yT(1) = 0,

i.e., (4.4.15) is true.
On the other hand, since obviously UT ⊂ BVn, it follows from [45,

Lemma I.4.23] that (4.4.14) holds for any y ∈ BVn satisfying (4.4.15) and
any u ∈ UT .

Corollary 4.4.11. Assume (4.3.1)-(4.3.4) and let U = UT and

B : u ∈ U 7→ u ∈ G
n
L,

where T = {tk}ν
k=1 ⊂ (0, 1) and UT satisfy the assumptions of Proposi-

tion 4.4.10. Then the problem (4.4.2), (4.1.2) has a solution if and only if
(4.4.10) holds for any couple (y, δ) ∈ BVn × Rm fulfilling (4.3.23), (4.3.24)
and such that y(τ) = 0 for any τ ∈ T.

Proof follows immediately from Theorem 4.4.4 and Proposition 4.4.10.

Example 4.4.12. Let P ∈ L
n×n
1 , q ∈ Ln

1 , K ∈ BVm×n, Mk, Nk ∈
Rm×n (k = 0, 1, . . . , ν), r ∈ Rm and let T = {tk}ν

k=1 ⊂ (0, 1) satisfy
(4.4.13). Consider the problem (P) of determining a function x ∈ Gn

L which
is absolutely continuous on every interval (tk+1, tk], k = 1, 2, . . . , ν, and
satisfies

x′(t)− P (t)x(t) = q(t) a.e. on [0, 1]

and

K x := M0 x(0) +N0 x(1) +
ν∑

k=1

[Mk x(tk+) +Nk x(tk−)]

+

∫ 1

0

K0(s) d[x(s)] = r.

Such problems are usually called interface boundary value problems
(cf. e.g. [7], [8], [39] or [59]).

Let UT and B have the same meaning as in Proposition 4.4.10 and let
us put

A(s) =

∫ t

0

P (τ) dτ, f(t) =

∫ t

0

q(τ) dτ for t ∈ [0, 1], M =

ν∑

k=0

[Mk +Nk]

and

K(t) =K0(t) +

ν∑

i=1

[Mk χ[0,tk](t) +Nk χ[0,tk)(t)] +N0 for t ∈ [0, 1].
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Then

K x = M x(0) +

∫ 1

0

K(s) d[x(s)] for all x ∈ G
n
L

and the function x ∈ G
n
L is a solution of the interface problem (P) if and only

if there is u ∈ U such that the couple (x, u) ∈ Gn
L × U is a solution to the

controllability type problem (4.4.2), (4.1.2). Now, Corollary 4.4.11 yields
that (P) has a solution if and only if (4.4.10) is true for all couples (y, δ) ∈
BVn × Rm satisfying the equation (4.3.23) together with the conditions

yT(0) + δT
(
K0(0)−M0

)
= 0, yT(1) + δT

(
K0(1) +N0

)
= 0, (4.4.16)

yT(tk) = 0, k = 1, 2, . . . , ν. (4.4.17)

Finally, let us notice that for any t ∈ [0, 1] we have

K(t)−K(1) = K0(t)−K0(1) +

ν∑

k=1

[Mk χ[0,tk](t) +Nk χ[0,tk)(t)].

This implies that a couple (y, δ) ∈ BVn × Rm solves the system (4.3.23),
(4.4.16), (4.4.17) if and only if yT + δTK0 is absolutely continuous on every
interval [α, β] such that [α, β] ⊂ [0, 1] \ T and the relations

− (yT + δTK0)
′(t) + yT P (t) = 0 a.e. on [0, 1],

∆+(yT + δTK0)(tk) = δTMk,

∆−(yT + δTK0)(tk) = δTNk, i = 1, 2, . . . , ν

(4.4.16) and (4.4.17) are satisfied.



Chapter 5

Linear Integral Equations

in the Space of Regulated

Functions

5.1 . Introduction

This chapter is devoted to linear operator equations of the form

x−L x = f, (5.1.1)

where L is a linear compact operator on the space G
n
L and f ∈ G

n
L. Due

to Schwabik (cf. [42, Theorem 5]) it is known that L is a linear compact
operator on Gn

L if and only if there are functions A ∈ Gn×n
L

and B : [0, 1]×
[0, 1] 7→ R

n×n such that B(t, .) ∈ BV
n×n for any t ∈ [0, 1],

(L x)(t) = A(t)x(0) +

∫ 1

0

B(t, s) d[x(s)]

for x ∈ G
n
L and t ∈ [0, 1], (5.1.2)

and the mapping

MB : t ∈ [0, 1] 7→ MB(t) = B(t, .) ∈ BV
n×n

is regulated on [0, 1] and left-continuous on (0, 1) (i.e. B ∈ K
n×n
L , see

Definitions 5.3.2 and 5.3.3).
In Sections 5.4 and 5.5 we prove basic existence and uniqueness results

for the equation (5.1.1) and obtain the explicit form of its adjoint equation.
An important tool for the proofs of our main results is in particular the
theorem on the interchange of the integration order for Stieltjes type inte-
grals (i.e. the Bray Theorem ). Its proof for the Perron-Stieltjes integral
is given in Sec. 5.3 (cf. Theorem 5.3.13).
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Special attention (cf. Sec. 5.6) is paid to the causal case, i.e. to the
Volterra-Stieltjes integral equations of the form

x(t)− A(t)x(0)−

∫ t

0

B(t, s) d[x(s)] = f(t), t ∈ [0, 1],

where A(0) = 0.
Similar problems in the space of regulated functions were treated e.g.

by Ch. S. Hönig [15], [16], L. Fichmann [9] and L. Barbanti [5], where the
interior (Dushnik-Stieltjes) integral was used.

5.2 . Auxiliary lemma

By Theorem 2.4.8, Φ ∈ L(Gn
L,R

m) (i.e. Φ is a linear bounded mapping of
Gn

L into Rm, cf. 1.3.2) if and only if there existM ∈ Rm×n andK ∈ BVm×n

such that

Φx = M x(0) +

∫ 1

0

K(t) d[x(t)] for all x ∈ G
n
L.

Furthermore, for any M ∈ Rm×n and any K ∈ BVm×n the relation

M x(0) +

∫ 1

0

K(t) d[x(t)] = 0 for all x ∈ G
n
L

holds if and only if

M = 0 and K(t) ≡ 0 on [0, 1].

By a slight modification of Corollary 2 from [42] we can obtain an analogous
result also for linear bounded mappings of Gn

L into Gn:

Lemma 5.2.1. L ∈ L(Gn
L,G

n) if and only if there exist A ∈ Gn×n and
B : [0, 1]× [0, 1] 7→ Rn×n such that

B(., s) ∈ G
n×n for all s ∈ [0, 1], (5.2.1)

B(t, .) ∈ BV
n×n for all t ∈ [0, 1], (5.2.2)

there is a β <∞ such that var1
0B(t, .) ≤ β for all t ∈ [0, 1] (5.2.3)

and L is given by (5.1). Furthermore, for given functions A ∈ Gn×n and
B(t, s) fulfilling (5.2.1)-(5.2.3) the relation

A(t)x(0) +

∫ 1

0

B(t, s) d[x(s)] ≡ 0 on [0, 1]

holds for all x ∈ Gn
L if and only if

A(t) ≡ 0 on [0, 1] and B(t, s) ≡ 0 on [0, 1]× [0, 1].
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5.3 . Functions of the class K
n×n and the Bray

Theorem

In this section we will study the properties of the class K
n×n of n ×

n−matrix valued functions which will play a crucial role in our investi-
gations of equations of the form (5.1.1).

Notation 5.3.1. ForK : [0, 1]×[0, 1] 7→ Rn×n such thatK(t, .) ∈ BVn×n

for any t ∈ [0, 1] we denote by MK the mapping of [0, 1] into BVn×n defined
by

MK : t ∈ [0, 1] 7→ MK(t) = K(t, .) ∈ BV
n×n. (5.3.1)

Definition 5.3.2. We say that a matrix-valued function K : [0, 1] ×
[0, 1] 7→ Rn×n belongs to the class K

n×n if it satisfies the following
hypotheses:

(H1) K(t, .) ∈ BVn×n for any t ∈ [0, 1];

(H2)(i) for any t ∈ [0, 1) there exists a function K+
t = MK(t+) ∈ BVn×n such

that

lim
τ→t+

‖MK(τ) −K+
t ‖BV = 0,

(H2)(ii) for any t ∈ (0, 1] there exists a function K−
t = MK(t−) ∈ BVn×n

such that

lim
τ→t−

‖MK(τ) −K−
t ‖BV = 0.

Definition 5.3.3. We say that a matrix-valued function K : [0, 1] ×
[0, 1] 7→ Rn×n belongs to the class K

n×n
L if K ∈ K

n×n and the mapping
MK : [0, 1] 7→ BVn×n given by (5.3.1) is left-continuous on (0, 1), i.e.

lim
τ→t−

‖K(τ, .)−K(t, .)‖BV = 0

holds for any t ∈ (0, 1).

Remark 5.3.4. Let a matrix-valued function K : [0, 1]× [0, 1] 7→ Rn×n

be such that K(t, .) ∈ BVn×n for any t ∈ [0, 1] and let the mapping MK :
[0, 1] 7→ BVn×n be defined by (5.3.1). We say that MK is regulated on [0, 1]
if the condition (H2) from Definition 5.3.2 is satisfied. Obviously, (H2) is
satisfied if and only if the following assertions are true:

(H2)(i
′) for any t ∈ [0, 1) and any ε > 0 there exists δ > 0 such that

t+ δ < 1 and
‖K(τ2, .)−K(τ1, .)‖BV < ε for all τ1, τ2 ∈ (t, t+ δ),
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(H2)(ii
′) for any t ∈ (0, 1] and any ε > 0 there exists δ > 0 such that

t− δ > 0 and
‖K(τ2, .)−K(τ1, .)‖BV < ε for all τ1, τ2 ∈ (t− δ, t).

The following assertion due to Schwabik (cf. [42, Theorem 4]) has been
already mentioned in the introduction to this chapter.

Theorem 5.3.5. L is a linear compact mapping of Gn
L into Gn if

and only if there exist n × n−matrix valued functions A ∈ G
n×n and

B : [0, 1] × [0, 1] 7→ Rn×n such that B ∈ K
n×n and L is given by (5.1).

Furthermore, L is a linear compact mapping of Gn
L into Gn

L if and only if
there exist n×n−matrix valued functions A ∈ Gn×n

L
and B : [0, 1]× [0, 1] 7→

Rn×n such that B ∈ K
n×n
L and L is given by (5.1).

Let us summarize some of the other properties of functions of the class
K

n×n.

Lemma 5.3.6. If K ∈ K
n×n, then K(., s) ∈ G

n×n for any s ∈ [0, 1].

Proof. Let t ∈ [0, 1) and ε > 0 be given. By (H2)(i
′) (cf. Remark 5.3.4)

there exists δ > 0 such that t+ δ < 1 and

‖K(τ2, .)−K(τ1, .)‖BV < ε for all τ1, τ2 ∈ (t, t+ δ).

Consequently, if s ∈ [0, 1] and τ1, τ2 ∈ (t, t+ δ), then

|K(τ2, s)−K(τ1, s)|

≤ |K(τ2, 0)−K(τ1, 0)|+ |K(τ2, s)−K(τ1, s)−K(τ2, 0) + |K(τ1, 0)|

≤ ‖K(τ2, .)−K(τ1, .)‖BV < ε.

This implies that K(., s) possesses a limit limτ→t+K(τ, s) = K(t+, s) ∈ Rn

for any t ∈ [0, 1) and any s ∈ [0, 1]. Analogously, K(., s) possesses a limit
limτ→t−K(τ, s) = K(t−, s) ∈ Rn for any t ∈ (0, 1] and any s ∈ [0, 1].

Lemma 5.3.7. If K ∈ K
n×n, then

κ := sup
t∈[0,1]

‖K(t, .)‖BV <∞.

Proof follows directly from Definition 5.3.2 by means of the Vitali Covering
Theorem (cf. also Remark 5.3.4).

Lemma 5.3.8. If K ∈ K
n×n and MK is given by (5.3.1), then

MK(t+) = K(t+, .) ∈ BV
n×n for all t ∈ [0, 1) (5.3.2)

and

MK(t−) = K(t−, .) ∈ BV
n×n for all t ∈ (0, 1]. (5.3.3)
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Proof. Let t ∈ [0, 1) be given. By (H2)(ii) there exists H ∈ BVn×n such
that

lim
τ→t+

‖K(τ, .)−H‖BV = 0,

i.e. H = MK(t+). In particular, in virtue of Lemma 5.3.6 we have

K(t+, s) = lim
τ→t+

K(τ, s) = H(s) for all s ∈ [0, 1]

wherefrom the relation (5.3.2) immediately follows. Analogously we can
prove that the relation (5.3.3) is true, as well.

As a direct consequence of Lemma 5.3.8 we have the following

Corollary 5.3.9. If K ∈ K
n×n, then the relations

lim
τ→t+

‖K(τ, .)−K(t+, .)‖BV = 0 for all t ∈ [0, 1)

and

lim
τ→t−

‖K(τ, .)−K(t−, .)‖BV = 0 for all t ∈ (0, 1]

are true.

Lemma 5.3.10. Let K ∈ K
n×n. Then for any x ∈ Gn the integrals

∫ 1

0

K(t, s) d[x(s)], t ∈ [0, 1], (5.3.4)

∫ 1

0

K(t+, s) d[x(s)], t ∈ [0, 1) (5.3.5)

and ∫ 1

0

K(t−, s) d[x(s)], t ∈ (0, 1] (5.3.6)

exist and the relations

lim
τ→t+

∫ 1

0

K(τ, s) d[x(s)] =

∫ 1

0

K(t+, s) d[x(s)] for t ∈ [0, 1) (5.3.7)

and

lim
τ→t−

∫ 1

0

K(τ, s) d[x(s)] =

∫ 1

0

K(t−, s) d[x(s)] for t ∈ (0, 1] (5.3.8)

are true.

Proof. All the integrals (5.3.4) - (5.3.6) have values in Rn according to
Theorem 2.3.8. The relations (5.3.7) and (5.3.8) follow by Theorem 2.3.7
and by Corollary 5.3.9.
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Corollary 5.3.11. Let K ∈ K
n×n. Then the function

h(t) =

∫ 1

0

K(t, s) d[x(s)]

is for any x ∈ Gn
L defined and regulated on [0, 1].

Moreover, if K ∈ K
n×n
L , then h is left-continuous on (0, 1).

Lemma 5.3.12. Let K ∈ K
n×n. Then the function

hT(t) =

∫ 1

0

yT(s) ds[K(s, t)]

is for any y ∈ BVn defined on [0, 1] and has a bounded variation on [0, 1].

Proof. a) The existence of the integrals h(t), t ∈ [0, 1], follows by Theorem
2.3.8.

b) To prove that h ∈ BV
n, let us first assume that n = 1, k ∈ K

n×n

and

d = {t0, t1, . . . , tm} ∈ D[0, 1].

Then for all xi ∈ R, i = 1, 2, . . . ,m such that |xi| ≤ 1 we have by Theorem
2.3.8 and Lemma 5.3.7

∣∣∣
m∑

i=1

[h(ti)− h(ti−1)]xi

∣∣∣ =
∣∣∣
∫ 1

0

y(s) ds

[( m∑

i=1

(k(s, ti)− k(s, ti−1))
)]
xi

∣∣∣

≤ 2 ‖y‖BV

(
sup

s∈[0,1]
|xi|≤1

∣∣∣
m∑

i=1

(k(s, ti)− k(s, ti−1))xi

∣∣∣
)

≤ 2 ‖y‖BV

(
sup

s∈[0,1]
|xi|≤1

( m∑

i=1

|k(s, ti)− k(s, ti−1)| |xi|
))

≤ 2 ‖y‖BV sup
s∈[0,1]

var1
0k(s, .) = 2 ‖y‖BV κ <∞.

In particular, if we put

xi = sgn[h(ti)− h(ti−1)]

for i = 1, 2, . . . ,m we obtain that the inequality

S(h, d) =
m∑

i=1

|h(ti)− h(ti−1)| ≤ 2 κ ‖y‖BV

holds for any division d = {t0, t1, . . . , tm} ∈ D[0, 1] of the interval [0, 1] and
any y ∈ BV, i.e.

var1
0h ≤ 2 κ ‖y‖BV <∞ for any y ∈ BV.
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c) In the general case of n ∈ N, n ≥ 1, we have for any j = 1, 2, . . . , n,
any y ∈ BVn and any t ∈ [0, 1]

hj(t) =

n∑

i=1

∫ 1

0

yi(s) ds[ki,j(s, t)].

Consequently, by the second part of the proof of this lemma the inequalities

var1
0hj ≤ 2

( n∑

i=1

‖yi‖BV

)
κ = 2 ‖y‖BV κ

are true. It follows easily that h ∈ BVn for any y ∈ BVn.

Theorem 5.3.13. (Bray Theorem) If K ∈ K
n×n, then for any x ∈ Gn

and any y ∈ BVn the relation

∫ 1

0

yT(t)dt

[ ∫ 1

0

K(t, s) d[x(s)]
]

=

∫ 1

0

(∫ 1

0

yT(t)dt[K(t, s)]
)

d[x(s)] (5.3.9)

is true.

Proof. a) Both the iterated integrals occurring in (5.3.9) exist by Corollary
5.3.11, Lemma 5.3.12 and by Theorem 2.3.8.

b) Let us first assume n = 1, k ∈ K
n×n and y ∈ BV. Let f ∈ G be

a finite step function, i.e., there is a division {t0, t1, . . . , tm} of the interval
[0, 1] such that f on [0, 1]is a linear combination of the functions

{
χ[tr ,1], r = 0, 1, . . . ,m, χ(tj ,1], j = 0, 1, . . . ,m− 1

}
.

To show that the relation

∫ 1

0

y(t) dt

[ ∫ 1

0

k(t, s) d[f(s)]
]

=

∫ 1

0

(∫ 1

0

y(t) dt[k(t, s)]
)

d[f(s)] (5.3.10)

is true for any finite step function f on [0, 1], it is sufficient to show that
(5.3.10) is true for any function from the set

{
χ[τ,1], τ ∈ [0, 1]

}
∪

{
χ(σ,1], σ ∈ [0, 1)

}
.

If f = χ[0,1], i.e. f(t) ≡ 1 on [0, 1], then obviously both sides of (5.3.10)
equal 0. Furthermore, let τ ∈ (0, 1] and f = χ[τ,1]. Then by Proposition
2.3.3,

∫ 1

0

k(t, s) d[f(s)] = k(t, τ),
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i.e.
∫ 1

0

y(t) dt

[ ∫ 1

0

k(t, s) d[f(s)]
]

=

∫ 1

0

y(t) dt[k(t, τ)].

On the other hand, by Proposition 2.3.3 we have

∫ 1

0

(∫ 1

0

y(t) dt[k(t, s)]
)

d[f(s)] =

∫ 1

0

y(t)dt[k(t, τ)],

as well.
Analogously we would prove that (5.3.10) holds also for f = χ(σ,1],

σ ∈ [0, 1). Now, if x ∈ G, let {xr}∞r=1 be a sequence of finite step functions
on [0, 1] such that xr tends to x uniformly on [0, 1] as r → ∞. By the
previous part of the proof, we have

∫ 1

0

y(t) dt

[ ∫ 1

0

k(t, s) d[xr(s)]
]

=

∫ 1

0

(∫ 1

0

y(t) dt[k(t, s)]
)

d[xr(s)]

for any r ∈ N. According to Corollary 2.3.10 it follows that

lim
r→∞

(∫ 1

0

( ∫ 1

0

y(t) dt[k(t, s)]
)

d[xr(s)]
)

=

∫ 1

0

( ∫ 1

0

y(t) dt[k(t, s)]
)

d[x(s)].

On the other hand, by Lemma 5.3.7 and by Theorem 2.3.8 we have for any
r ∈ N and any t ∈ [0, 1]

∣∣∣
∫ 1

0

k(t, s) d[xr(s)]−

∫ 1

0

k(t, s) d[x(s)]
∣∣∣ =

∣∣∣
∫ 1

0

k(t, s) d[xr(s)− x(s)]
∣∣∣

≤ 2 ‖k(t, .)‖BV ‖xr − x‖ ≤ 2 κ ‖xr − x‖

and consequently

lim
r→∞

(∫ 1

0

k(t, s) d[xr(s)]
)

=

∫ 1

0

k(t, s) d[x(s)]

uniformly with respect to t ∈ [0, 1]. Thus, making use of Corollary 2.3.10
once more, we obtain that the relation

lim
r→∞

∫ 1

0

y(t) dt

[ ∫ 1

0

k(t, s) d[xr(s)]
]

=

∫ 1

0

y(t) dt

[ ∫ 1

0

k(t, s) d[x(s)]
]

is true. It follows immediately that the relation (5.3.10) is true for any
y ∈ BV and any f ∈ G.

c) The proof can be extended to the general case n ∈ N, n ≥ 1, similarly
as it was done at the end of the proof of Lemma 5.3.12.
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Remark 5.3.14. For the proof of the Bray Theorem in the case of the
interior integral see [15, Theorem II.1.1].

Lemma 5.3.15. Assume K ∈ K
n×n and

H(t, s) =

{
K(t, s+) for t ∈ [0, 1] and s ∈ [0, 1),
K(t, 1−) for t ∈ [0, 1] and s = 1.

Then H ∈ K
n×n. Moreover, if K ∈ K

n×n
L , then H ∈ K

n×n
L , as well.

Proof. Analogously to the proofs of Lemma 5.3.12 and of Theorem 5.3.13
it is sufficient to show that the assertion of the lemma is true in the scalar
case n = 1.

Let n = 1, k ∈ K
n×n and

h(t, s) =

{
k(t, s+) for t ∈ [0, 1] and s ∈ [0, 1),
k(t, 1−) for t ∈ [0, 1] and s = 1.

a) Let d = {s0, s1, . . . , sm} be an arbitrary division of the interval [0, 1]
(d ∈ D[0, 1]). Then

S(h, d) =

m∑

j=1

|h(t, sj)− h(t, sj−1)|

=

m−1∑

j=1

|k(t, sj+)− k(t, sj−1+)|+ |k(t, 1−)− k(t, sm−1+)|.

Let δ > 0 be such that sm−1 + δ < 1− δ and let us denote

σ0 = 0, σj = sj−1 + δ for j = 1, 2, . . . ,m,

σm+1 = 1− δ, σm+2 = 1.
(5.3.11)

Then

dδ = {σ0, σ1, . . . , σm+2} ∈ D[0, 1] (5.3.12)

and according to (H2), for any δ > 0 sufficiently small we have

S(k, dδ) = |k(t, δ)− k(t, 0)|+
m−1∑

j=1

|k(t, sj + δ)− k(t, sj−1 + δ)|

= |k(t, 1− δ)− k(t, sm−1 + δ)|+ |k(t, 1)− k(t, 1− δ)|

≤ var1
0k(t, .) <∞.

Thus

∞ > lim
δ→0+

S(k, dδ) = S(h, d) + |∆+
2 k(t, 0)|+ |∆−

2 k(t, 1)|
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and consequently the inequality

S(h, d) ≤ var1
0k(t, .)− |∆+

2 k(t, 0)| − |∆−
2 k(t, 1)|

holds for any division d ∈ D[0, 1]. Hence

‖h(t, .)‖BV = |k(t, 0+)|+ var1
0h(t, .)

≤ |k(t, 0)|+ |∆+
2 k(t, 0)|+ var1

0k(t, .)− |∆+
2 k(t, 0)| − |∆−

2 k(t, 1)|

≤ ‖k(t, .)‖BV ,

i.e., h fulfils (H1).

b) Let t ∈ [0, 1) and ε > 0 be given. According to (H2)(i’) there is
a δ0 > 0 such that t+ δ0 < 1 and

‖k(τ2, .)− k(τ1, .)‖BV < ε

holds for any couple τ1, τ2 ∈ (t, t+ δ0). In particular,

S(k(τ2, .)− k(τ1, .),∆) < ε (5.3.13)

for any division ∆ ∈ D[0, 1] and any couple τ1, τ2 ∈ (t, t + δ0). Now, let
an arbitrary division d = {s0, s1, . . . , sm} ∈ D[0, 1] be given and let δ > 0
be such that δ < δ0 and sm−1 + δ < 1 − δ. Let us define a division dδ =
{σ0, σ1, . . . , σm} ∈ D[0, 1] as in (5.3.11) and (5.3.12). Making use of (5.3.13)
we obtain

S(h(τ2, .)− h(τ1, .), d)

= |k(τ2, s1+)− k(τ1, s1+)− k(τ2, 0+) + k(τ1, 0+)|

+

m−1∑

j=2

|k(τ2, sj+)− k(τ1, sj+)− k(τ2, sj−1+) + k(τ1, sj−1+)|

+ |k(τ2, 1−)− k(τ1, 1−)− k(τ2, sm−1+) + k(τ1, sm−1+)|

= lim
δ→0+

( m∑

j=1

|k(τ2, σj+1)− k(τ1, σj+1)− k(τ2, σj) + k(τ1, σj)|
)

= lim
δ→0+

(
S(k(τ2, .)− k(τ1, .), dδ)

)

− |∆+
2 (k(τ2, 0)− k(τ1, 0))| − |∆−

2 (k(τ2, 1)− k(τ1, 1))| < ε.

This means that for any couple τ1, τ2 ∈ (t, t+ δ) we have

‖h(τ2, .)− h(τ1, .)‖BV < e,

i.e., h fulfils (H2)(i’). Similarly we could show that h fulfils also (H2)(ii).
Thus h ∈ K

1×1.
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c) Let Mk : t ∈ [0, 1] 7→ k(t, .) ∈ BV be left-continuous on (0, 1) and let
ε > 0 be given. Then there is a δ0 > 0 such that t− δ0 > 0 and

S(k(t, .)− k(τ, .),∆) < ε (5.3.14)

holds for any τ ∈ (t− δ0, t) and any ∆ ∈ D[0, 1]. Let an arbitrary division

d = {s0, s1, . . . , sm} ∈ D[0, 1]

be given and let

dδ = {σ0, σ1, . . . , σm+2} ∈ D[0, 1]

be given for δ ∈ (0,min{δ0,
1−sm−1

2 }) by (5.3.11) and (5.3.12). Then making
use of (5.3.14) we obtain similarly as in part b) of this proof

S(h(t, .)−h(τ, .), d)

= lim
δ→0+

( m∑

j=1

|k(t, σj+1)− k(τ, σj+1)− k(t, σj) + k(τ, σj)|
)

= lim
δ→0+

(
S(k(t, .)− k(τ, .), dδ)

)

− |∆+
2 (k(t, 0)− k(τ, 0))| − |∆−

2 (k(t, 1)− k(τ, 1))| < ε,

wherefrom the desired relation

lim
τ→t−

‖h(t, .)− h(τ, .)‖BV = 0

easily follows.

Remark 5.3.16. Analogously we could show that if K ∈ K
n×n and if

H(t, s) =

{
K(t, 0+) for t ∈ [0, 1] and s = 0,
K(t, s−) for t ∈ [0, 1] and s ∈ (0, 1],

then H ∈ K
n×n. Moreover, if K ∈ K

n×n
L , then H ∈ K

n×n
L , as well.

Lemma 5.3.17. Let K ∈ K
n×n and let

H(t, s) =

{
K(t+, s) for t ∈ [0, 1) and s ∈ [0, 1],
K(1−, s) for t = 1 and s ∈ [0, 1]

and

G(t, s) =

{
K(0+, s) for t = 0 and s ∈ [0, 1],
K(t−, s) for t ∈ (0, 1] and s ∈ [0, 1].

Then H ∈ K
n×n and G ∈ K

n×n
L .
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Proof. We shall prove that under the assumptions of the lemma, H ∈
K

n×n. The proof of the latter relation would be quite similar.
Let t < 1 and let d ∈ D[0, 1] be an arbitrary division of [0, 1]. Then for

any δ ∈ (0, 1− t) we have by Lemma 5.3.7

S(K(t+ δ, .), d) ≤ var1
0K(t+ δ, .) ≤ κ <∞.

Letting δ → 0+ we immediately obtain that the inequality

S(H(t, .), d) ≤ κ <∞

is true for any d ∈ D[0, 1]. It means that

var1
0H(t, .) ≤ κ <∞.

Now, let an arbitrary ε > 0 be given. By (H2)(i
′) there is a δ > 0 such

that

‖K(τ2, .)−K(τ1, .)‖BV <
ε

2

holds whenever t < τ1 < τ2 < t + δ. It means that for all t1, t2 ∈ (t, t + δ
2 )

and any τ ∈ (0, δ
2 ) we have

‖K(t2 + τ, .)−K(t1 + τ, .)‖BV <
ε

2
.

In particular, for any division d ∈ D[0, 1] we have

|K(t2 + τ, 0)−K(t1 + τ, 0)| <
ε

2
and

S(K(t2 + τ, .)−K(t1 + τ, .), d) <
ε

2
,

wherefrom we get that the relation

‖H(t2, .)−H(t1, .)‖BV < ε

is true whenever t < t1 < t2 < t+ δ
2 .

Analogously we would prove that if t > 0, then for any ε > 0 there is
a δ > 0 such that

‖H(t2, .)−H(t1, .)‖BV < ε

is true whenever t− δ
2 < t1 < t2 < t.

Lemma 5.3.18. Let K ∈ K
n×n, t1, s1 ∈ [0, 1) and t2, s2 ∈ (0, 1]. Then

all the limits

K(t1+, s1+) = lim
(τ,σ)→(t1,s1)

τ>t1,σ>s1

K(τ, σ), K(t1+, s2−) = lim
(τ,σ)→(t1,s2)

τ>t1,σ<s2

K(τ, σ),

K(t2−, s1+) = lim
(τ,σ)→(t2,s1)

τ<t2,σ>s1

K(τ, σ), K(t2−, s2−) = lim
(τ,σ)→(t2,s2)

τ<t2,σ<s2

K(τ, σ)

exist in Rn×n.
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Proof. We will restrict ourselves to proving the existence of the limits

K(t1+, s1+) ∈ R
n×n for t1, s1 ∈ [0, 1).

The modifications of the proofs in the other cases are obvious.
Let t1 ∈ [0, 1) and s1 ∈ [0, 1) be given. By Lemma 5.3.15 there exists

M ∈ Rn×n such that

lim
σ→s+

K(t1+, σ) = lim
σ→s+

(
lim

τ→t1+
K(τ, σ)

)
= M.

Furthermore, since in virtue of Corollary 5.3.9 we have limτ→t1+ ‖K(τ, .)−
K(t1+, .)‖ = 0, i.e.

lim
τ→t1+

K(τ, σ) = K(t1+, σ) uniformly with respect to σ ∈ [0, 1],

it follows that

lim
(τ,σ)→(t1,s1)

τ>t1,σ>s1

K(τ, σ) = M.

Lemma 5.3.19. Assume K ∈ K
n×n, s ∈ (0, 1] and t ∈ [0, 1). Then

lim
τ→t+

K(τ, τ−) = lim
τ→t+

K(τ, τ+) = K(t+, t+),

lim
τ→t+

K(τ−, τ) = lim
τ→t+

K(τ+, τ) = K(t+, t+),

lim
τ→s−

K(τ, τ−) = lim
τ→s−

K(τ, τ+) = K(s−, s−)

and

lim
τ→s−

K(τ−, τ) = lim
τ→s−

K(τ+, τ) = K(s−, s−).

Proof. We will restrict ourselves to the proof of the relations

lim
τ→t+

K(τ, τ−) = K(t+, t+), t ∈ [0, 1).

The proofs of the other assertions of the lemma would be quite analogous.
By Lemma 5.3.18 there exists δ ∈ (0, 1− t) such that

|K(τ, σ)−K(t+, t+)| <
ε

2

holds whenever t < τ < t + δ and t < σ < t + δ. Furthermore, for any
τ ∈ (t, t+ δ) we can choose a στ ∈ (t, τ) such that

|K(τ, τ−)−K(τ, στ )| <
ε

2

is true. Thus for any τ ∈ (t, t+ δ) we have

|K(τ, τ−)−K(t+, t+)| ≤ |K(τ, τ−)−K(τ, στ )|

+ |K(τ, στ )−K(t+, t+)| < ε.
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Remark 5.3.20. Notice that by [45, Corollaries I.6.15 and I.6.16] the set
SBVn×n of n × n−matrix valued functions of strongly bounded variation
on [0, 1]× [0, 1] (cf. 1.2.5) is a subset of K

n×n.

On the other hand, the functions of the form

K(t, s) = F (t)G(s), (t, s) ∈ [0, 1]× [0, 1],

where F ∈ Gn×n and G ∈ BVn×n, provide the simplest examples of the
kernels which satisfy the assumptions of this paper, but do not belong in
general to SBVn×n.

5.4 . Fredholm-Stieltjes integral equations in

Gn
L

In this section we will consider linear integral equations of the form

x(t) −A(t)x(0) −

∫ 1

0

B(t, s) d[x(s)] = f(t), t ∈ [0, 1], (5.4.1)

where

A ∈ G
n×n
L

and B ∈ K
n×n
L .

Remark 5.4.1. Let us recall that the operator L given by (5.1) is the
general form of a linear compact operator on the space G

n
L (cf. Theorem

5.3.5). The equation (5.4.1) may be also written as the operator equation

x−L x = f. (5.4.2)

Remark 5.4.2. It is also known (cf. Theorem 2.4.8) that the dual space
(Gn

L)∗ to G
n
L is isomorphic to the space BV

n×R
n, while for a given couple

(y, γ) ∈ BVn × Rn the corresponding linear bounded functional on Gn
L is

given by

x ∈ G
n
L 7→ 〈x, (y, γ)〉 := γT x(0) +

∫ 1

0

yT(s) d[x(s)] ∈ R. (5.4.3)

The compactness of the operator L immediately implies that the fol-
lowing Fredholm alternative type assertions 5.4.3-5.4.5 are true.

Proposition 5.4.3. Let A ∈ Gn×n
L

and B ∈ K
n×n
L . Then the equation

(5.4.1) possesses a unique solution x ∈ Gn
L for any f ∈ Gn

L if and only if
the corresponding homogeneous equation x−L x = 0, i.e.

x(t) −A(t)x(0)−

∫ 1

0

B(t, s) d[x(s)] = 0, t ∈ [0, 1],

possesses only the trivial solution.



86

Proposition 5.4.4. Let A ∈ Gn×n
L

, B ∈ K
n×n
L and f ∈ Gn

L. Then the
equation (5.4.1) possesses a solution in Gn

L if and only if

γT f(0) +

∫ 1

0

yT(s) d[f(s)] = 0 (5.4.4)

holds for any solution (y, γ) ∈ BVn × Rn of the operator equation

(y, γ)−L
∗(y, γ) = 0 ∈ BV

n × R
n

adjoint to (5.4.1).

Proposition 5.4.5. Let A ∈ Gn×n
L

and B ∈ K
n×n
L . Then the relations

dim N (I−L ) = dim N (I−L
∗) <∞

hold for the dimensions of the null spaces N (I−L ) and N (I−L
∗) corre-

sponding to the operator L and its adjoint L
∗, respectively.

Making use of the above mentioned explicit representation (5.4.3) of the
dual space to Gn

L and of the Bray Theorem we can derive the explicit form
of the adjoint operator L

∗ to L .

Theorem 5.4.6. Let A ∈ Gn×n
L

and B ∈ K
n×n
L . Then the adjoint

operator L
∗ to the operator L from (5.4.2) is given by

L
∗ : (y, γ) ∈ BV

n × R
n 7→

(
L
∗
1(y, γ),L

∗
2(y, γ)

)
∈ BV

n × R
n,

where

(
L
∗
1(y, γ)

)
(t) = BT(0, t) γ +

∫ t

0

ds

[
BT(s, t)

]
y(s) for t ∈ [0, 1]

and

L
∗
2(y, γ) = AT(0) γ +

∫ 1

0

d
[
AT(s)

]
y(s).

Proof. Given x ∈ Gn
L, y ∈ BVn and γ ∈ Rn, we have by (5.4.3) and by

Theorem 5.3.13

〈L x, (y, γ)〉 = γT

(
A(0)x(0) +

∫ 1

0

B(0, t) d[x(t)]
)

+

∫ 1

0

yT(t) ds

[
A(t)x(0) +

∫ 1

0

B(t, s) d[x(s)]
]

=
(
γTA(0) +

∫ 1

0

yT(s) d[A(s)]
)
x(0)

+

∫ 1

0

(
γTB(0, t) +

∫ 1

0

yT(s) ds[B(s, t)]
)

d[x(t)]
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= (L ∗
2(y, γ))

T x(0) +

∫ 1

0

(L ∗
1(y, γ))

T(t) d[x(t)]

= 〈x, (L ∗
1(y, γ),L

∗
2(y, γ))〉,

wherefrom the proof of the theorem immediately follows.

Proposition 5.4.4 and Theorem 5.4.6 immediately yield the following
assertion:

Theorem 5.4.7. Let A ∈ Gn×n
L

, B ∈ K
n×n
L and f ∈ Gn

L. Then the
equation (5.4.1) possesses a solution x ∈ Gn

L if and only if (5.4.4) holds for
any solution (y, γ) ∈ BVn × Rn of the system

y(t)−BT(0, t) γ −

∫ t

0

ds

[
BT(s, t)

]
y(s) = 0, t ∈ [0, 1],

γ −AT(0) γ −

∫ 1

0

d
[
AT(s)

]
y(s) = 0.

Remark 5.4.8. Let us notice that in virtue of Corollary 5.3.9, for any
solution x ∈ Gn of (5.4.1) on [0, 1] we have

x(t+) = A(t+)x(0) +

∫ 1

0

B(t+, s) d[x(s)] + f(t+) for all t ∈ [0, 1),

x(t−) = A(t−)x(0) +

∫ 1

0

B(t−, s) d[x(s)] + f(t−) for all t ∈ (0, 1].

In particular, if A ∈ Gn×n
L

, B ∈ K
n×n
L and f ∈ Gn

L, then any solution x of
(5.4.1) on [0, 1] is left-continuous on (0, 1), i.e. x ∈ G

n
L.

Example 5.4.9. Let us consider a linear Stieltjes integral equation

x(t)−

∫ 1

0

ds[P (t, s)]x(s) = f(t), t ∈ [0, 1] (5.4.5)

with P ∈ K
n×n
L and f ∈ Gn

L. Such equations with kernels P of strongly
bounded variation on [0, 1]× [0, 1] (cf. Remark 5.3.20) were treated in [45].

Let t ∈ [0, 1] and x ∈ Gn
L be given. Let us put

Q(t, s) =

{
P (t, s+) for s < 1,
P (t, 1−) for s = 1

and

Z(t, s) = P (t, s)−Q(t, s) for (t, s) ∈ [0, 1]× [0, 1].

Then

Z(t, s) =

{
−∆+

2 P (t, s) for s < 1,
∆−

2 P (t, 1) for s = 1.
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Since Q(t, .) and Z(t, .) ∈ BVn×n,

lim
σ→s+

P (t, σ+) = P (t, s+) for s ∈ [0, 1)

and

lim
σ→s−

P (t, σ+) = P (t, s−) for s ∈ (0, 1],

it is easy to verify that

Z(t, s−) = 0 for all s ∈ [0, 1) and Z(t, s+) = 0 for all s ∈ (0, 1].

Since Z(t, .) ∈ BVn×n, this implies that there is an at most countable set
W ⊂ [0, 1] of points in [0, 1] such that Z(t, s) = 0 holds for any s ∈ [0, 1]\W.
Making use of Proposition 2.3.13 we obtain

∫ 1

0

ds[Z(t, s)]x(s) = Z(t, 1)x(1)− Z(t, 0)x(0).

This implies that the relation

∫ 1

0

ds[P (t, s)]x(s) =

∫ 1

0

ds[Q(t, s)]x(s) + ∆+
2 P (t, 0)x(0) + ∆−

2 P (t, 1)x(1)

is true. Furthermore, according to the integration-by-parts formula (cf.
Theorem 2.3.15) we have

∫ t

0

ds[P (t, s)]x(s)

= Q(t, 1)x(1)−Q(t, 0)x(0)−

∫ 1

0

Q(t, s) d[x(s)]

+ [P (t, 0+)− P (t, 0)]x(0) + [P (t, 1)− P (t, 1−)]x(1)

= P (t, 1)x(1)− P (t, 0)x(0)−

∫ 1

0

Q(t, s) d[x(s)]

= [P (t, 1)− P (t, 0)]x(0) +

∫ 1

0

(P (t, 1)−Q(t, s)) d[x(s)]

= [P (t, 1)− P (t, 0)]x(0) +

∫ 1

0

{
P (t, 1)− P (t, s+), s < 1
P (t, 1)− P (t, 1−), s = 1

}
d[x(s)].

Hence

∫ t

0

ds[P (t, s)]x(s) = C(t)x(0) +

∫ 1

0

D(t, s) d[x(s)],

where

C(t) = I +P (t, 1)− P (t, 0)
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and

D(t, s) =

{
P (t, 1)− P (t, s+) for s ∈ [0, 1),
P (t, 1)− P (t, 1−) for s = 1.

Obviously, under our assumptions we have C ∈ G
n×n
L

and D ∈ K
n×n
L

(cf. Lemma 5.3.15). Thus, if P ∈ K
n×n
L and f ∈ Gn

L, then the given
equation (5.4.5) may be transformed to an equation of the form (5.4.1)
with coefficients A, B and f fulfilling the assumptions of Theorem 5.4.7.

5.5 . The resolvent couple for the Fredholm-

Stieltjes integral equation

In this section we consider the special case when the equation (5.4.1) pos-
sesses a unique solution x ∈ Gn

L for any f ∈ Gn
L. This means that in addition

to A ∈ Gn×n
L

, B ∈ K
n×n
L we assume that

dim N (I−L ) = 0 (5.5.1)

(cf. Proposition 5.4.3).
Under these assumptions the Bounded Inverse Theorem [33, Section

III.4.1] implies that the linear bounded operator I−L : Gn
L → Gn

L possesses
a bounded inverse (I−L )−1 : Gn

L → Gn
L. Furthermore, as

(I−L )−1 = I +(I−L )−1
L ,

it follows immediately that the inverse operator (I−L )−1 may be expressed
in the form

(I−L )−1 = I+Γ, (5.5.2)

where Γ is a linear compact operator (Γ ∈ K(Gn
L,G

n
L)). By Theorem 5.3.5

there exist functions U ∈ Gn×n
L

, V ∈ K
n×n
L such that Γ is given by

Γ : f ∈ G
n
L → U(t) f(0) +

∫ 1

0

V (t, s) d[f(s)]. (5.5.3)

The following assertion now follows from Lemma 5.2.1 and Theorem
5.3.5.

Theorem 5.5.1. Assume A ∈ Gn×n
L

, B ∈ K
n×n
L and (5.5.1). Then

there exists a unique couple of functions U ∈ Gn×n
L

, V ∈ K
n×n
L such that

for any f ∈ Gn
L the corresponding solution x ∈ Gn

L to (5.4.1) is given by

x(t) = f(t) + U(t) f(0) +

∫ 1

0

V (t, s) d[f(s)], t ∈ [0, 1]. (5.5.4)
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Theorem 5.5.2. Let the assumptions of Theorem 5.5.1 be satisfied. Then
the functions U, V given by Theorem 5.5.1 satisfy the equations

U(t)−A(t)U(0)

−

∫ 1

0

B(t, τ) d[U(τ)] = A(t), t ∈ [0, 1], (5.5.5)

V (t, s)−A(t)V (0, s)

−

∫ 1

0

B(t, τ) dτ [V (τ, s)] = B(t, s), t, s ∈ [0, 1]. (5.5.6)

Proof. Let Γ be a linear compact operator defined by (5.5.2). Inserting
(5.5.2) into (5.4.1) we obtain that under our assumptions Γ has to satisfy
the relation

Γf −L (Γf) = L f for all f ∈ G
n
L. (5.5.7)

Inserting (5.5.3) into (5.5.7) and making use of the Bray Theorem (cf. The-
orem 5.3.13) we obtain furthermore that

(
U(t)−A(t)U(0)−

∫ 1

0

B(t, τ) d[U(τ)]
)
f(0)

+

∫ 1

0

(
V (t, s)−A(t)V (0, s)−

∫ 1

0

B(t, τ) dτ [V (τ, s)]
)

d[f(s)]

= A(t) f(0) +

∫ 1

0

B(t, s) d[f(s)]

has to be true for any f ∈ Gn
L, wherefrom by Lemma 5.2.1 the assertion of

the theorem follows immediately.

Definition 5.5.3. We say that a couple of functions U ∈ Gn×n
L

, V ∈
K

n×n
L is a resolvent couple for the equation (5.4.1) if for any f ∈ Gn

L

the unique solution x ∈ G
n
L of (5.4.1) is given by (5.5.3).

5.6 . Volterra-Stieltjes integral equations in Gn
L

It is natural to expect that the linear operator equation (5.4.2) could possess
a unique solution for any f ∈ Gn

L if the operator L is causal .

Definition 5.6.1. An operator L ∈ L(Gn
L) is said to be causal if

(L x)(0) = 0 for any x ∈ G
n
L, (5.6.1)

and for a given t ∈ (0, 1)

(L x)(t) = 0 whenever x ∈ G
n
L and x(τ) = 0 on [0, t]. (5.6.2)
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Lemma 5.6.2. Let A ∈ Gn×n
L

and B ∈ K
n×n
L . Then the operator

L ∈ L(Gn
L) given by (5.1) is causal if and only if

A(0) = 0 and B(t, s) = 0 for all t ∈ [0, 1) and s ∈ [t, 1]. (5.6.3)

Proof. a) If (5.6.3) is satisfied, then

∫ 1

0

B(t, s) d[x(s)] =

∫ t

0

B(t, s) d[x(s)]

holds for any x ∈ Gn
L and any t ∈ [0, 1] whence the causality of L immedi-

ately follows.
b) On the other hand, let us assume that L is causal. Then by (5.6.1)

the relation

A(0)x(0) +

∫ 1

0

B(0, s) d[x(s)] = 0

has to be satisfied for any x ∈ Gn
L. By Lemma 5.6.2 this means that the

relations

A(0) = 0 and B(0, s) = 0 for all s ∈ [0, 1]

have to be satisfied as well. Furthermore, if t ∈ (0, 1), then (5.6.2) is true if
and only if

∫ 1

t

B(t, s) d[x(s)] = 0 for all x ∈ G
n
L.

An obvious modification of Lemma 5.6.2 implies that this may hold only if

B(t, s) = 0 for all s ∈ [t, 1],

wherefrom the assertion of the lemma immediately follows.

Remark 5.6.3. Let us notice that the condition (5.6.3) does not neces-
sarily imply that B(1, 1) = 0. On the other hand, it is easy to verify that
the operator L ∈ L(Gn

L) given by (5.1) fulfils somewhat stronger causality
properties (5.6.1) and

(L x)(t) = 0 for all t ∈ (0, 1] and x ∈ G
n
L such that x(τ) = 0 on [0, t)

if and only if

A(0) = 0 and B(t, s) = 0 whenever 0 ≤ t ≤ s ≤ 1.

In fact, if x(τ) = 0 on [0, 1), then

(L x)(1) = B(1, 1)x(1) = 0

holds for any x(1) ∈ Rn if and only if B(1, 1) = 0.
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Remark 5.6.4. As noticed in the proof of Lemma 5.6.2, if the as-
sumptions of Lemma 5.6.2 and the conditions (5.6.3) are satisfied, then the
Fredholm-Stieltjes equation (5.4.1) reduces to the Volterra-Stieltjes equa-
tion

x(t)−A(t)x(0) −

∫ t

0

B(t, s) d[x(s)] = f(t), t ∈ [0, 1]. (5.6.4)

To show that the equation (5.6.4) possesses a unique solution x ∈ Gn
L for

each f ∈ Gn
L, it is by Proposition 5.4.4 sufficient to show that the corre-

sponding homogeneous equation

x(t) = A(t)x(0) +

∫ t

0

B(t, s) d[x(s)], t ∈ [0, 1] (5.6.5)

possesses only the trivial solution x ≡ 0.
Let x ∈ Gn

L be an arbitrary solution of (5.6.5) on [0, 1]. Then evidently
x(0) = 0. Furthermore, since by (5.6.3) B(0+, s) = 0 whenever s > 0, we
have by Lemma 5.3.10

x(0+) = lim
t→0+

∫ t

0

B(t, s) d[x(s)] = lim
t→0+

∫ 1

0

B(t, s) d[x(s)]

=

∫ 1

0

B(0+, s) d[x(s)] = B(0+, 0) ∆+x(0) = B(0+, 0)x(0+),

i.e.

[I−B(0+, 0)]x(0+) = 0.

Thus we have x(0+) = 0 whenever

det[I−B(0+, 0)] 6= 0.

Analogously, if we assume that x(τ) ≡ 0 holds on [0, t] for a given t ∈ (0, 1),
then

x(t+) =

∫ 1

t

B(t+, s) d[x(s)] = B(t+, t)x(t+),

and thus necessarily x(t+) = 0 whenever det
(
I−B(t+, t)

)
6= 0. Finally, if

we assume that x(τ) ≡ 0 on [0, 1), then the equation (5.6.5) reduces to

[I−B(1, 1)]x(1) = x(1).

This indicates that it is possible to expect that the equation (5.6.5) will
possess only the trivial solution x ≡ 0 on [0, 1] if the relations

det[I−B(1, 1)] 6= 0 and det[I−B(t+, t)] 6= 0 for all t ∈ [0, 1) (5.6.6)

are satisfied, or in other words, if I−B(1, 1) and I−B(t+, t) are invertible
matrices.
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Theorem 5.6.5. Assume A ∈ Gn×n
L

, B ∈ K
n×n
L and (5.6.3). Then

the equation (5.6.4) has a unique solution for any f ∈ Gn
L if and only if the

relations (5.6.6) are satisfied.

Proof. a) Let us assume that the relations (5.6.6) are satisfied and let x ∈
Gn

L be a solution of (5.6.5). We have x(0+) = x(0) = 0 and as in Remark
5.6.4 we get

∫ t

0

B(0+, s) d[x(s)] = B(0+, 0) ∆+x(0) = 0 for all t ∈ [0, 1].

Consequently, the equation (5.6.5) can be rewritten as

x(t) =

∫ t

0

(B(t, s) −B(0+, s)) d[x(s)].

In virtue of Theorem 2.3.8, this yields that the inequality

|x(t)| ≤ 2 ‖B(t, .)−B(0+, .)‖BV

(
sup

s∈[0,t]

|x(s)|
)

is true for any t ∈ [0, 1]. Furthermore, by Corollary 5.3.9 there is δ > 0 such
that

‖B(t, .)−B(0+, .)‖BV <
1

4
whenever t ∈ (0, δ]

and hence also

sup
t∈[0,δ]

|x(s)| <
1

2
sup

t∈[0,δ]

|x(s)|,

which yields

x(t) ≡ 0 for t ∈ [0, δ].

Now, let us put

t∗ = sup
{
δ ∈ [0, 1] : x(t) = 0 on [0, δ]

}
.

We know that t∗ ∈ (0, 1] and x(t) = 0 on [0, t∗). Since x is left-continuous on
(0, 1) (cf. Remark 5.4.8), it follows that if t∗ < 1, then x(t∗) = x(t∗−) = 0,
as well.

Now, if we had t∗ < 1, then taking into account the hypothesis (5.6.3)
and Lemma 5.3.10 we would obtain

x(t∗+) = lim
t→t∗+

∫ t

0

B(t, s) d[x(s)] =

∫ 1

0

B(t∗+, s) d[x(s)]

= B(t∗+, t∗)x(t∗+)
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and consequently

[I−B(t∗+, t∗)]x(t∗+) = 0.

Hence, according to (5.6.6) we would have x(t∗+) = 0. By an argument
analogous to that used above for 0 in the place of t∗, we can get that there
exists δ > 0 such that x(t) = 0 on [0, t∗+δ], which contradicts the definition
of t∗. Moreover, as x(t) ≡ 0 on [0, 1), we have x(1−) = 0 and the equation
(5.6.5) reduces to

[I−B(1, 1)]x(1) = 0

and, in virtue of (5.6.6), we have x(1) = 0, i.e. x(t) ≡ 0 on [0, 1]. By
Proposition 5.4.3 this implies that (5.6.4) has a unique solution for any
f ∈ Gn

L.

b) Let us assume that the set

SB :=
{
t ∈ [0, 1) : det

[
I−B(t+, t)

]
= 0

}

is nonempty. Let us denote

t? = inf SB .

Then t∗ is not a point of accumulation of SB . In fact, if this were not the
case, then there would exist a sequence {tk}∞k=1 of points in SB such that
tk > t∗ for any k ∈ N and limk→∞ tk = t∗. Since in virtue of (5.6.3) we have
for any σ > t∗

lim
τ→t∗+

B(τ, σ) = 0,

it follows by Lemma 5.3.18 that

B(t∗+, t∗+) = lim
(τ,σ)→(t∗,t∗)

τ>t∗,σ>t∗

B(τ, σ) = lim
σ→t∗+

( lim
τ→t∗+

B(τ, σ)) = 0

and consequently

0 = lim
k→∞

det(I−B(tk+, tk)) = det(I−B(t∗+, t∗+)) = det(I) = 1,

a contradiction.
In particular, t∗ ∈ SB and det(I−B(t∗+, t∗)) = 0. Hence there is a

d ∈ Rn such that there is no c ∈ Rn such that

[I−B(t∗+, t∗)] c = d.

Now, let us put

f(t) =

{
0 for t ≤ t∗,

d for t > t∗.
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By the first part of the proof, for any possible solution x ∈ Gn
L of the

equation (5.6.4) on [0, 1] we have x(t) = 0 on [0, t∗) and thus

x(t∗) = lim
t→t∗−

x(t) = 0.

By an argument analogous to that used above we can further deduce that
the limit x(t∗+) of any possible solution x of (5.6.4) has to verify the relation

[I−B(t∗+, t∗+)]x(t∗+) = f(t∗+) = d,

which contradicts the definition of d. Thus, SB = ∅ and this completes the
proof of the theorem.

Corollary 5.6.6. Under the assumptions of Theorem 5.6.5, the homoge-
neous equation (5.6.5) possesses only the trivial solution x ≡ 0 if and only
if the relations (5.6.6) are satisfied.

Proof. The sufficiency of (5.6.6) was proved in part a) of the proof of The-
orem 5.6.5. The necessity follows from Proposition 5.4.3 and Theorem
5.6.5.

Similarly, the proof of the following assertion is an easy consequence of
Theorems 5.5.1 and 5.5.2 and Corollary 5.6.6.

Corollary 5.6.7. Let the assumptions of Theorem 5.6.5 together with
(5.6.6) be satisfied. Then there exists a resolvent couple U ∈ G

n×n
L

, V ∈
K

n×n
L for the equation (5.6.4). The functions U and V satisfy in addition

the relations

U(0) = 0 and V (t, s) = 0 for s ∈ [0, 1), t ∈ [0, s], (5.6.7)

U(t)−

∫ t

0

B(t, τ) dτ [U(τ)] = A(t) for t ∈ [0, 1], (5.6.8)

and

V (t, s)−

∫ t

0

B(t, τ) dτ [V (τ, s)] = B(t, s) for t, s ∈ [0, 1]. (5.6.9)

Proof. By Theorems 5.5.1 and 5.5.2 and Corollary 5.6.6 there exists a resol-
vent couple U ∈ Gn×n

L
, V ∈ K

n×n
L for the equation (5.6.4) and the func-

tions U, V satisfy (5.5.5) and (5.5.6). Furthermore, as in virtue of (5.6.3)
we have A(0) = 0, it follows easily from (5.5.5) that U(0) = 0 holds. Con-
sequently, the relation (5.5.5) reduces to (5.6.8).

Furthermore, let s ∈ (0, 1). Since by (5.6.3) we haveB(t, s) = 0 whenever
t ≤ s, it follows that the function V (., s) fulfils the relation

V (t, s) = A(t)V (0, s) +

∫ 1

0

B(t, τ) dτ [V (τ, s)] for all t ∈ [0, s].



96

By an argument analogous to that used in the first part of the proof of
Theorem 5.6.5 we can deduce that V (t, s) = 0 for any t ∈ [0, s]. Finally,
as by (5.6.3) we have B(0, s) = 0 for any s ∈ [0, 1], it follows from (5.5.6)
that V (0, s) = 0 on [0, 1], as well. Consequently, (5.6.7) holds. Hence the
relation (5.5.6) reduces to (5.6.9).

Remark 5.6.8. It is easy to verify that under the assumption of Corol-
lary 5.6.7 the resolvent couple (U, V ) of (5.6.4) satisfies in addition to the
relations (5.6.7)-(5.6.9) also the following relations

V (t, 1) ≡ 0 on [0, 1) and V (1, 1) = [I−B(1, 1)]−1B(1, 1).

To show that the results of this section cover also the Volterra analogue
of the equation mentioned in Example 5.4.9 the following three lemmas are
essential.

Lemma 5.6.9. Let K ∈ K
n×n and t ∈ [0, 1). Then

for any ε > 0 there exists δ ∈ (0, 1− t)

such that vart2
t1
K(t2, .) < ε

holds whenever 0 < t < t1 < t2 < t+ δ ≤ 1. (5.6.10)

Proof (due to I. Vrkoč). Let t ∈ [0, 1) be given and let us assume that
there is γ > 0 and sequences {t1k} and {t2k} of points in (t, 1] such that

t < t1k+1 < t2k+1 < t1k < t2k < 1 holds for any k ∈ N,

lim
k→∞

t1k = lim
k→∞

t2k = t and var
t2k
t1
k

K(tk2 , .) > 2 γ.

On the other hand, by (H2)(ii) there is k0 ∈ N such that

var1
0 (K(tk2 , .)−K(tk0

2 , .)) < γ.

This means that in the case that (5.6.10) does not hold we obtain

var1
0K(tk0

2 , .) ≥
∑

k≥k0

var
tk
2

tk
1

K(tk0

2 , .)

≥
∑

k≥k0

[
var

tk
2

tk
1

K(tk2 , .)− var
tk
2

tk
1

(K(tk2 , .)−K(tk0

2 , .))
]

≥
∑

k≥k0

γ = ∞.

This being impossible in virtue of the assumption (H1), it follows that the
assertion (5.6.10) is true and this completes the proof of the lemma.

Analogously we could prove the following assertion.
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Lemma 5.6.10. Let K ∈ K
n×n and t ∈ (0, 1]. Then for any ε > 0 there

exists a δ ∈ (0, t) such that vart2
t1
K(t2, .) < ε holds whenever 0 ≤ t − δ <

t1 < t2 < t.

Lemma 5.6.11. Let K ∈ K
n×n and let KM be given by

KM(t, s) =

{
K(t, s) for t ∈ [0, 1] and s ∈ [0, t],
K(t, t) for t ∈ [0, 1] and s ∈ [t, 1].

(5.6.11)

Then KM ∈ K
n×n. Moreover, if K ∈ K

n×n
L and

K(t, t−) = K(t, t) for all t ∈ (0, 1), (5.6.12)

then KM ∈ K
n×n
L , as well.

Proof. Let t ∈ (0, 1] and ε > 0. By our assumption and by Lemma 5.6.9
there is δ ∈ (0, t) such that

‖K(t2, .)−K(t1, .)‖BV <
ε

2
and vart2

t1
K(t2, .) <

ε

2

whenever 0 ≤ t − δ < t1 ≤ t2 < t. Now, let t1, t2 ∈ [0, 1] be such that
t− δ < t1 ≤ t2 < t. Then by (5.6.11) we have

KM(t2, s)−KM(t1, s) =






K(t2, s) −K(t1, s) for 0 ≤ s ≤ t1,

K(t2, s) −K(t1, t1) for t1 ≤ s ≤ t2,

K(t2, t2)−K(t1, t1) for t2 ≤ s

and it is easy to see that this implies that

‖KM(t2, .)−KM(t1, .)‖BV

≤ |K(t2, 0)−K(t1, 0)|+ vart1
0 (K(t2, .)−K(t1, .))

+ vart2
t1

(K(t2, .)−K(t1, t1))

≤ ‖K(t2, .)−K(t1, .)‖BV + vart2
t1
K(t2, .) < ε

holds for any couple t1, t2 ∈ [0, 1] such that t− δ < t1 ≤ t2 < t. Analogously
we would show that for any ε > 0 there exists a δ ∈ (0, t) such that

‖KM(t2, .)−KM(t1, .)‖BV < ε

holds for any couple t1, t2 ∈ [0, 1] such that t < t1 ≤ t2 < t+ δ, wherefrom
the relation KM ∈ K

n×n follows.
Furthermore, if KM ∈ K

n×n
L and (5.6.12) holds, then we have

lim
τ→t−

‖KM(t, .)−KM(τ, .)‖BV ≤ lim
τ→t−

‖K(t, .)−K(τ, .)‖BV

+ lim
τ→t−

vart
τK(t, .) = 0

for any t ∈ [0, 1].
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Remark 5.6.12. It follows from Lemmas 5.3.18 and 5.3.19 that, for any
K ∈ K

n×n
L and any x ∈ Gn

L, the function

z(t) =

∫ t

0

ds[K(t, s)]x(s), t ∈ [0, 1],

is left-continuous on (0, 1) if and only if (5.6.12) holds.

Example 5.6.13. Let us consider the linear Volterra-Stieltjes integral
equation

x(t) −

∫ t

0

ds[K(t, s)]x(s) = f(t), t ∈ [0, 1] (5.6.13)

with K ∈ K
n×n
L fulfilling the relation (5.6.12) and f ∈ Gn

L.

Let us define the function KM : [0, 1]× [0, 1] → Rn×n again by (5.6.11).
Then by Lemma 5.6.11 we have KM ∈ K

n×n
L . Obviously,

∫ t

0

ds[K(t, s)]x(s) =

∫ t

0

ds[K
M(t, s)]x(s)

holds for any x ∈ Gn. Let t ∈ [0, 1] and x ∈ Gn
L be given. Analogously to

Example 5.4.9 we could show that then

∫ 1

0

ds[K
M(t, s)]x(s) = A(t)x(0) +

∫ 1

0

B(t, s) d[x(s)],

where

A(t) = I +KM(t, 1)−KM(t, 0) for t ∈ [0, 1]

and

B(t, s) =

{
KM(t, 1)−KM(t, s+) for t ∈ [0, 1] and s ∈ [0, 1),
KM(t, 1)−KM(t, 1−) for t ∈ [0, 1] and s = 1.

It is easy to verify that A ∈ Gn×n
L

and B ∈ K
n×n
L (cf. Lemma 5.3.15 and

Lemma 5.6.11) and

A(t) = I +K(t, t)−K(t, 0) for t ∈ [0, 1]

and

B(t, s) =





K(t, t)−K(t, s+) if 0 ≤ s < t ≤ 1,
K(t, t)−K(t, t) if 0 ≤ t ≤ s < 1,
K(t, t)−K(t, t) if 0 ≤ t < s = 1,
K(1, 1)−K(1, 1−) if t = s = 1.

In particular, we have

A(0) = 0 and B(t, s) = 0 whenever 0 ≤ t ≤ s ≤ 1 and t < 1.
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Furthermore, for an arbitrary t ∈ [0, 1) we have

B(t+, t) = lim
τ→t+

(K(τ, τ) −K(τ, t+)) = K(t+, t+)−K(t+, t+) = 0

(cf. Lemma 5.3.18). It means that under the above assumptions the
Volterra-Stieltjes integral equation (5.6.13) can be converted to the causal
integral equation of the form (5.6.4) whose coefficients A and B satisfy the
assumptions of Corollary 5.6.7 if we assume in addition that the relation

det(I−(K(1, 1)−K(1, 1−)) 6= 0

is satisfied.
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[36] Š. Schwabik, On the relation between Young’s and Kurzweil’s
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[40] Š. Schwabik, Generalized differential equations (fundamental re-
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[50] M. Tvrdý, Linear bounded functionals on the space of regular
regulated functions. Tatra Mt. Math. Publ. 8(1996), 203–210.
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