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Abstract. We obtain criteria of solvability of the DIRICHLET and the
NEUMANN boundary value problems (BVPs) for the Laplacian in 2D do-
mains with angular points and peaks on the boundary. We start with the
correct formulation of BVPs and modify it for domains with outward peaks
(classical conditions are incorrect). Boundary integral equations (BIEs),
obtained by the indirect potential method, turn out to be equivalent to the
corresponding BVPs only when inward peaks are absent. BIEs on bound-
ary curve with angular points are investigated in different weighted function
spaces. If boundary curve has a cusp, corresponding to an inward or an
outward peak, equations are non-FREDHOLM in usual spaces and we should
impose restrictions on the right-hand sides. The conditions are defined
with the CESARO-type integrals. We consider also equivalent, reduction to
boundary pseudo-differential equations (BPsDEs) of orders £1 by the direct
potential method. Crucial role in our investigations of BVPs and of corre-
sponding BIEs, PsDOs belongs to the equivalent reduction of BVPs to the
RIEMANN-HILBERT problem for analytic functions on the unit disk. The
latter problem can be investigated thoroughly, even when peaks are present
and equations have non-closed image by invoking results on convolution
equations with vanishing symbols.
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Introduction

Let QT C C be a bounded domain in the complex plane with a piecewise-
smooth boundary I' = Q" and Q= = C\ QT be the complementary outer
domain. Let t; € T, j = 1,...,n, be all knots on the boundary I' = 9Q*
with the angles 7y;, 0 < 7; < 2, j = 1,...,n. Boundary curve might
contain cusps v; = 0,2 corresponding to an outward (for v; = 0) and an
inward (for 7; = 2) peaks of the domain Q*. By #(t) = (v1(t),va(t)) we
denote the outer unit normal vector to I' (with respect to Q).

As a model we consider the DIRICHLET u™ (t) = g(¢) (and the NEUMANN
dytyu*(t) = f(t), t € T') BVPs for harmonic functions

Au(z) =0, ze€QF (0.1)
and look for the solution, as common, in the SOBOLEV space
TS W21 (F) or ué€ Wiloc(ﬁ_*), u(z) =0(1), as |z| = oo0. (0.2)

Applying the potential method, based on the GREEN formula and its
consequence-representation of solution by layer potentials, invoking the
PLEMELJI formulae (see §1) we get boundary integral equations (BIEs)
of logarithmic potential

1 1
500 + 5 [ oy log |t = rle(nldr] = 9(0), 03)
r

1 1
£50(0) + o= [ o loglt = rlu(rldr| = f(0), teT, (©.4)
r

which are conjugate to each-other (the indirect method; see [Mal]). It
is rather a classical result, that (0.3) and (0.4) are FREDHOLM equations
provided T is smooth and the reduction of BVPs to the corresponding BIEs
(0.3) and (0.4) is equivalent.

When I' has angular points, equations (0.3) and (0.4) have fixed singu-
larities in the kernels (i.e., they are MELLIN convolution equations) and are
FREDHOLM except some discrete values of parameters of spaces they are
treated in (see Theorems 1.23, 1.24 and cf. [Dul, Du3, Mal]). It is impor-
tant that in both mentioned cases equivalence of BVPs with corresponding
BIEs still hold.

Piecewise-smooth domains without peaks are particular cases of LIPs-
CHITZ domains and BVPs for second order equations in such domains were
thoroughly investigated recently (mostly in the Hilbert spaces Ly and W)
even for domains in R®, n > 2. For details of these profound investigations
as well as for exhaustive survey of vast literature in this field we recommend
recent publications [Kel, MMP1, MMT1, MT1].

Situation changes completely if domain QF has peaks. There arise three
principal problems.



e If a single outward peak occurs constraints (0.2) become incorrect.
Namely, if we look for solution of BVP in the SOBOLEV space Wl} (Q+)
for arbitrary fixed value of p € (1, 00), there exists a compact domain
Qo435 C CT with outward peak at 0 € 9Qs+43 in the first quadrant
Rt +4RT C C of the complex plane such that the analytic function 27,
z € Q, with arbitrary 0 < v < oo belongs to the space W, (Q2-43) (de-
tails see below in Example 1.2). Therefore a classical solution to BVP
u € W3 (QF) might have non-integrable singularity on the boundary
and it is necessary to change constraints on harmonic functions in
the domain. Moreover, due to complicated relations between traces
of functions on different faces of outward peaks (see, e.g., [[al]) it is
almost impossible to investigate corresponding BIEs.

e If a single inward peak occurs, equivalence of BVPs (0.1), (0.2) with
the corresponding BIEs (0.3), (0.4) fail completely. Such reduction is
connected with a representation of harmonic function of the SMIRNOV
class by the CAUCHY integral with real valued density. This turned
out to be possible if and only if the RIEMANN-HILBERT BVPs for
analytic functions is surjective in the same SMIRNOV space but for the
complementary domain (see Lemmata 1.1 and 1.13). If the domain
has an inward peak, the complementary domain has an outward peak
and the RIEMANN-HILBERT BVP is not normally solvable (see Lemma
1.11).

e If asingle peak (outward or inward) occurs solvability property of BIEs
(0.3) and (0.4) change dramatically: symbols of these convolution-type
equations vanish and equations can not be FREDHOLM in any L,(T)
or any other space with weight or without (see [MS1]-[MS8] and § 1.6
below). For the space of continuous functions this was noticed already
by J.RADON [Ral].

We start with investigations of correct formulation of the BVPs. Namely,
we look for solutions in the weighted SMIRNOV-LEBESGUE space e,(QF, p)
(see § 1.2) of harmonic functions written as the real part of analytic functions
represented by the Cauchy integrals with densities in the Lebesgue spaces
with weight L,(T, p) (plus constanta for the unbounded domain Q). The
choice of constraints is justified in the following sense: looking for solutions

in more narrow SMIRNOV-SOBOLEV space u € w} (%) is the same as the
common (classical) constraint u € Wy (QF) provided the domain QF has
no outward peaks (see Lemma 1.2). Moreover, to raise flexibility of the
method we suggest to look for solutions in some other SMIRNOV spaces:
weighted SMIRNOV—SOBOLEV w;(Q_i, p), 0 < s < 1, SMIRNOV-HOLDER

Y, ., (QF, p) ete. (see §1.2).
If the boundary curve has cusps (i.e., the domain has peaks) equations
(0.3) and (0.4) have non-closed images. Same is true for the DIRICHLET

and the NEUMANN BVPs for (0.1) when inward peaks are present. MAZ’YA



and V.SOLOV’EV in [MS1]-[MS4] suggested to study BIEs (0.3), (0.4) di-
rectly. Namely, they have found conditions on the right-hand sides which
ensure existence of solutions and have established properties (smoothness,
asymptotic) of such solutions. The method is based on the corresponding
results for boundary value problems in domains with peaks, obtained with
the help of conformal mappings (see [Wal, Wa2] for properties of such con-
formal mappings). In more recent investigations [MS5]-[MS8] for curves
with cusps of order u € RT they have found pairs of BANACH spaces where
BIEs (0.3), (0.4) are surjective.

Different approach (transformation of the underlying domain which
maintains the structure of BVPs) was exploited in [RST1, RST2]. The
authors obtained solvability results for BVPs in domains with special cusps
when the right-hand sides and solutions are in special weighted spaces.

Essential role in our investigations play an equivalent reduction of the
DIRICHLET and the NEUMANN BVPs for (0.1) to the RIEMANN-HILBERT
BVPs for analytic functions on the unit circumference, using the conformal
mapping. Namely, we apply the approach exposed in [Mul, Ch. III] and
contributed by I.VEKUA in [Vel]. Obtained BVPs are reduced further to
equivalent CAUCHY singular integral equations on the unit circumference.

The same method was applyed by G.KHUSKIVADZE and V.PAATASHVI
L1. Namely, they look for solutions of BVPs in the Smirnov-Lebesgue space
ep(Q_i), 1 < p < oo. Although the motivation for the choice of constraints,
ensuring equivalent reduction to the RIEMANN—HILBERT problem, was clear
justification for the change of conditions in [KKP1] is missing.

For the investigation of the CAUCHY singular integral equations on the
unit circumference, which arise as an equivalent equation, we apply localiza-
tion to 2 x 2 systems of convolution equations on the real semi-axes. Local
representatives at cusps have vanishing symbols and, by applying results
on convolution equations with vanishing symbols of integer order (see [Prl,
§5.2] and §3.1 below), we describe the image space by CESARO-type inte-
grals and find the criteria for the data which ensures unique solvability of
the DIRICHLET and the NEUMANN BVPs for (0.1).

Further we prove equivalence of BVPs and of corresponding BIEs (0.3)
and (0.4) if inward peaks are absent (see Theorems 1.12 and 1.14). If the
boundary curve has no cusps, obtained BIEs are particular cases of gen-
eral equations studied in §4 by invoking results from [DLS1]. They are
FREDHOLM with rare exceptions for the parameters of the space. Although
such investigations were carried out earlier (see survey in [Mal]) some re-
sults of the present paper are new: we prove boundedness of harmonic
(the double and the single) layer potentials and obtain criteria for FRED-
HOLM property of equations (0.3) and (0.4) in the spaces of continuous and
piecewise-continuous functions C(T, ») and PC(T, ) (in some cases also

in PC'(T, »); see §1.7) with exponential weight s(t) = H [t —c;|%, 0 <
j=1



aj < 1.

If inward peaks are present equivalence with BVPs fail (see Lemma 1.13)
and equations (0.3), (0.4) are investigated by localization. The localization
enables replacement of inward peaks by outward ones (see §5.4). Solvability
criteria of equations (0.3) and (0.4) are summarized in Theorems 1.23 and
1.24, which are proved in §5.4.

Let T,w, Tiw be the discrete sets of all outward, all inward peaks and
Tok = Tow U Ti be the set of all peaks of Q. We define the spaces

LP(Fapa %w)aLP(Fapa 7;111) C LP(Fap77;k) - LP(Fap)a

with the help of the CESARO integrals (see (1.76)), where p(t) = H [t—c;|%,
j=1

—% <oaj <1- %, 1 < p < oo. It is proved that equations (0.3) and

(0.4) are FREDHOLM between spaces L,(I',p) — Lp(T, p, Tpr) provided

the conditions - + a; # min {%, ﬁ} holds for all ¢; & T,,. Moreover, if
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As for solvability of the DIRICHLET BVP for QF (for Q) it suffices to
restrict the data g € Ly(T, p, Tow) (respectively, g € L,(T, p, Tiw)) and the

solution is unique provided % + a; < min {%, ﬁ} for all t; & Toi (note,

that inward peaks of QF have no impact on the corresponding DIRICHLET
BVP). Similar holds for the NEUMANN BVPs.

In Lemma 1.22 we formulate sufficient conditions for the inclusion ¢ €
L,(T, p, Tiw), which involves the conformal mapping ((z) : QT — D
of the domain Q% onto the unit disk Dy = {¢ € C : |¢| = 1}. Tt is
possible to write more transparent and explicit condition, but for these we
need asymptotic behaviour of the conformal mapping ((z) in the vicinity of
an outward peak. This we leave for a forthcoming paper.

In our investigations we apply the C1soTTI formula, which represents
the derivative of the conformal mapping w : D; — Q% (see [LS1, Ch. III,
§1, n°. 44, Example 5]):

the inequalities %-{—aj < min { } hold, the mappings are isomorphic.

w'(z) = w'(0) exp 1 Blndr 1 / B(T)dTT , z€Dy. (0.5)

7r T—2 T
Ir|=1 Ir|=1

Here 3(7) := arg #(w(7)) — argT and arg 7(w(7)) stands for the argument of
the outer unit normal vector to the curve I' = Q% at the point 7 = ¥ €
I'y := 9D;. The formula was rediscovered in [PK1] for a piecewise-smooth
boundary (see also [KKP1]). We return to the classical approach in [LS1])
which is, above all, very simple and prove the CisOTTI formula (0.5) in § 5.1
for a domain with rectifiable JORDAN boundary.



Although the conformal mapping is participating implicitly, representa-
tion (0.5) simplifies proofs of some classical theorems on conformal map-
pings") (see [KKP1, Ch. III] and §5.1 for the proofs of LINDELOF’S, KEL-
LOGG’S, WARSCHAWSKY’S theorems). Moreover, using the CISOTTI formula,
we generalize the KELLOGG theorem for the ZyGMUND space (see Theorem
5.9).

In [Pol, Theorem 3.15] the Cisotti formula is rediscovered for a so-called
regulated domain, i.e., for a domain for which the inclination «(t), t € T
of the tangent vector to the boundary has limits «(t & 0) everywere on the
boundary ¢t € I.

G.KHUSKIVADZE and V.PAATASHVILI had applied formula (0.5) to find
discontinuities of the coefficient, but the obtained RIEMANN—HILBERT prob-
lems they have found “non-solvable in L,(T") spaces in general” when out-
ward cusps are present (see [KKP1, Ch. IY]) and have written sufficient
condition of solvability as well as explicit formula for solutions provided the
solvability conditions hold.

Applying the representation of solution by layer potentials and the di-
rect method we obtain boundary pseudo-differential equation

% /log [t — T|p(T)|dr| = g«(t), tE€T, (0.6)
T
1 1
.(6)i= =390 = 5 [ Byt loglt ~ rlg(lar].
r

of order —1 for the DIRICHLET problem for the Laplacian (0.1) and the
boundary pseudo-differential equation

or [ Bt gl ~ rle)ldrl = 1.0, ter. @)
T
1 1
£.0) = 550+ 5 [ dayloglt ~ rif(nlar],
r

of order +1 for the NEUMANN problem. We can formulate criteria of solv-
ability of equations (0.6) and (0.7) based on full equivalence with corre-
sponding BVPs (see Theorems 1.19, 1.20).

All principal theorems on solvability of boundary value problems and
boundary integral equations are formulated in § 1.7. Some of them are
proved later, mostly in §5.
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ing discussions on the subject during the first authors visit to these univer-
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DSee [Gal] for a survey on application of linear and non-linear integral equations in
conformal mappings.
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1 Boundary value problems

In the present section we formulate the DIRICHLET and the NEUMANN
boundary value problems for the Laplacian in domains with angular points
and peaks; discuss their equivalent reduction to boundary integral equations
(the direct potential method), to boundary pseudo-differential equations
(the indirect potential method) and to singular integral equations on the
unit circumference (MUSKHELISHVILI-VEKUA method); we expose prop-
erties of harmonic potentials appearing in the method and formulate all
principal results.

1.1 Spaces

We start by rigorous definitions of domains and spaces which are necessary
for our considerations.

Let T be a closed, oriented, simple (i.e., without self-intersection), piece-
wise-LJAPUNOV curve on the complex plane C, circumventing a domain Q%
and having knots at t1,...,t, € T, i.e.,

n ~
F:UFja T =titis1 , tnpri=t1, j=1,...,n; W
j=1
t 0 t
1 fan - )
// '71 h\"'\\ \\\\\\\ ,)/2
+
. . Vi =2 B
JR— i
0. > tl(s)
t Rez
P s
Yoo e 7(t)
‘.

Fig. 1



here I'; are v—smooth, v > 1, oriented curves connecting knots ¢; and
tji+1. Let my; be the angle at t; between I';_; and I';, measured from
O, 0<v <2, j=1,...,n. When 7; = 0 or 7; = 2 the domain Q*
has an outward or an inward peak, respectively or, what is the same, the
boundary curve I has a cusp (see Fig. 1).

We use the following standard notation for spaces.

Write C™(T") for the space of functions ¢(t), ¢ € T' with continuous
derivatives up to the order m

Hpec, k=0,1,....m, 08 := %, me Ny :={0,1,...}.

Let us note that invariant (with respect to a parametrisation of the
underlying curve T') definition of the space C™(T") can be provided iff T is
m-smooth. Therefore for piecewise-smooth curves (with angular points or
cusps) we can define only C'(T) := C°(T).

Write H,(T) for the space of HOLDER continuous functions ¢(t), t € T’
with the following finite norm

[9[ED)]) = [9]CD] + sup [lt) — 9ty

1#t2 |t2 _t1|,u ’

Write PC(T') for the space of functions ¢(t) which are continuous on
each closed arc between knots ti,...,t, and might have jumps at these
knots.

Write PC™(T') for the space of functions ¢ € C™~!(I') which have
piecewise-continuous last derivative 9/"¢ € PC(T") with possible jumps at
knots t1,...,ty.

Both, the spaces C™(I") and PC™(I") are endowed with the uniform
norm

lp|PC™(D)|| := Y _sup {|8*0(t)] : tE€T},
k=1

which makes them into BANACH spaces.
Let

p(t) = [[ 1t =t;1 (1.2)

be a weight function and C™(I", p) C PC™(I', p) denote the weighted spaces
of functions:

C™(T,p):={peC™ () : ppmpeC()},
PC™(T,p) := {p € C™" LT : pd™p € PC(T)} .

These spaces both can be endowed with the weighted norm ||¢|Pcm(r, o)ll=
e =1 @) + [lpd™¢|PCTD)|-
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We write C(T"), PC(T, p) etc. when m = 0.
Write HronﬂL(I‘,p), 0<p<1l, m=0,1,... for the weighted function
space

Hy o (T,p) = {peC™ M) : g™ := pd™p € Hy,(T),
gmit) =... = "™ (t,) = 0}
| Hppin (T, )| = ||80|Cm_1(F)|| + ||p3m¢|Hu

provided T'\ {t1,...,t,} is C™ #-smooth, while T itself is PC™~!-smooth.
Note, that for piecewise-smooth curve I' definition is correct only for m =
0,1.

Write L, (T, p) for the weighted LEBESGUE space endowed with the norm

p

lo|Zy (T, o) / () o(t)” L]

Write W, (T, p) for the SOBOLEV space

W,H(T,p) :=={¢ : ¢,0"¢ € Ly(T,p), k=0,...,m},

le[Wy (T, p)| == 1;0 10%¢|Ly (T, )

Write W (T, p), s € R, for the weighted SOBOLEV—-SLOBODETSKI space
which for s > 0 can be defined by the complex interpolation (see [Trl])
between the spaces W"(T', p) and W) (T, p) := Ly(T, p) (s < m € N, while

for negative s < 0 can be defined as the dual space to WPTS(F,p_l), p =
p/(p—1).

Since multiplication by a piecewise-continuous function is a bounded
operator in W, .(R) only for s < 1/p, the space W;(I',p) on piecewise-
smooth curve I‘ can be defined correctly only for |s| <1+ 1/p.

Write £,(QF, p) for the SMIRNOV-LEBESGUE space of analytic functions:
if w : Dy — QF denotes the conformal mapping of the unit disk D; :=
{¢ € C:[¢| < 1} onto the domain QF, the norm of ¢ € £,(QF, p) is defined
as follows

B =

10|&,@F. ) := sup /|p |
o<r<l1
)

where T(") := {z = w(¢) : |¢| = r} are the images of the concentric circum-
ferences of the radius r.

Similarly is defined the SMIRNOV-LEBESGUE space &,(Q~,p) for the
outer domain 7.
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An equivalent definition of the SMIRNOV-LEBESGUE spaces £,(QF, p) is

the following: u € £,(QF, p) iff u(z) is represented by the CAUCHY integral
as follows

®(z) =co +Crp(z), co=const, ¢€LyT,p),
Cro(z) = — /M , zeq* (1.3)

211 T—2z
T

(cf. [Pvl] and [Gol, Ch.X, §5]). In particular, for the compact domain
QF C C representation (1.3) can be written also as follows ®(z) = Cryo(2),
wo(t) = co + ¢(t), t € T, while for @~ we have ¢g = ®(00).

Taking the advantage of the last definition we will introduce the following
new spaces, suited for our purposes.

Write W, (Q%, p) for the weighted SMIRNOV-SOBOLEV space of functions
®(z) represented as in (1.3) with a density ¢ € W;(T',p). Note, that the
restriction for piecewise-smooth contour I'is |s| < 1+ %.

Write W, (Q%, p) for the space of functions ®(z) which belong to £,(QF, p)

together with their derivatives ®,8® € &£,(QF, p). This is easy to check with
a partial integration.

Due to Theorem 1.8 proved below, we get W§(QF) C WH%(Q_i). If

outward peaks are absent 0 < «; < 1, the following inverse2{1soczllso true:
traces of functions from W;TO% (QF) belong to W3 (T'). In case of outward
peaks the last assertion fails as shown in Example 1.3 (see also [Ial]). Note
that formulated theorem on traces remain valid even in the presence of
inward peaks (with interior angle 27).

Write 19, , ,(QF, p), C™(QF, p) and PC™(QF, p) for the weighted SMIR-
NOV-HOLDER etc. spaces of functions ®(z) represented as in (1.3) with a
density ¢ in appropriate spaces HY, (T, p), in C™(T', p) (with the restric-
tion m < 1 for a piecewise-smooth contour I') or in PC™(T, p), respectively
(with the restriction m < 2 for a piecewise-smooth contour T').

Write e,(QF, p) = wp(QF, p), wy(QF, p), 79,4, (OF, p), ¢™(QF, p) and
pc™ (Q_i, p) is used for the spaces of harmonic functions represented as real
u(z) = Re ®(z) (or the imaginary u(z) = Im ®(z) parts of functions ®(z)
from &,(Q%,p) = W)(QE, p), Wi(Q%,p), Moy (QF,p), C™(QE, p) and,
respectively, from PC™(QE, p). We use e,(QF etc for the space e,(QF,1)
etc.

It is important to have representations of functions (1.3) with a pure real
or a pure imaginary density p(t). Next lemma provides the condition for
such representation. Similar considerations can be found in [Mul, §§ 62-66].

Lemma 1.1 Let X(T) be one of the following spaces: WS (T, p), Hp,, (T, p),

m

C™(T,p) or PC™(T,p) and X(QF)-the corresponding SMIRNOV space
W;(Fap); H?n+u(rap) etc.
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The function ® € X(Q_i) can be represented by the CAUCHY integral
as in (1.3) with a pure real ¢ = Re ¢ € X(I') or a pure imaginary ¢ =
iIm ¢ € X(I') density if and only if the RIEMANN-HILBERT problem for
the complementary domain QF = C\ QF

ReUT(t)=g(t), tel, geX{T), ¥(z)—=0 as |z] >

is surjective, i.e., has solution for all right-hand sides in X (QF).
For the domain QF the same conditions provide the representation ®(z)=
Crpo(z), 2 € QT with a real valued density po = Re @o.

We postpone the proof of the formulated Lemma until Subsection 2.3.
Let us conclude this subsection by the following agreements which we
will hold on in the sequel.

I. X*(T', p) (or more simple X(T')) is used to denote the spaces W (T, p),
HY(T, p) C*(T,p) or PC*(T, p), where the weight function p(t) is de-
fined in (1.2) and X*(QF, p), 2°(QF, p)-for the corresponding SMIR-
NOV spaces of analytic and harmonic functions.

For the parameters there hold the following constraints:

1 1
|S|S1,—5<Oéj<1—5,1<p<00 for W, (T, p),

{ m+s, m=0,1, 0<s<1, for  HO(T,p),(1.4)

s<aj<s+1,T\{ts,...,tn}eC™s
s=meNy,0<a; <1 for PC™(T, p)
and for C™(T, p)

for j = 0,...,n. Conditions (1.4) are necessary and sufficient for
boundedness of the CAUCHY singular integral operator
1 [ (n)dr
Sro(t) = — | ——, teT 1.5
rett) = = [ 205 (15)
r

(the integral in (1.5) is understood in the CAUCHY mean value sense)
in the spaces W*(T, p) ([GK1, Go2, Kh1, Kh2] and Hy, (T, p) (see
[Dul, Du6, Du7, GK1]) and of operators with fixed singularities in the
kernel (see §3.2) in all four spaces W,*(T', p), Hp, (T, p), C™(T,p)
and in PC™(T, p) (see [Dul] and §3.2 below; St is not bounded in
C™(T, p) and in PC™(T, p)).

IL. For a space with weight W;*(T, p), Hy, . (T, p) or PC™(T, p), if not
otherwise stated, the weight function is defined in (1.1) and the expo-

nents satisfy the appropriate conditions (1.4).
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1.2 Boundary value problems

For a real valued harmonic function
Au(z) =0, z€Q* (1.6)
we consider the DIRICHLET
ut(t) =g(t), geX*(T,p), 0<s<1, teTl, (1.7)
and the NEUMANN
@syu)*(t) = f(t), feX'(T,p), 0<s<1, tel, (LY

boundary value problems, with some real valued data? Tm g(t)=TIm f(t)=
0, where Oy := v1(t)0, + v2(t)0,, t = (t1,t2) € T' denotes the normal
derivative. We hold on the agreement about spaces and weights made in
conclusion of §1.1.
We look for solutions of problem (1.6), (1.7) (of (1.6), (1.8)) in the
SMIRNOV class
uer’(QE,p), 0<s<l1. (1.9)

Let us note that by definition of the SMIRNOV class a function u €
2*(Q—, p) automatically possesses a finite limit at the infinity: u(z) = O(1)
for z € O as |z| = oo (see (1.3)).

Next Lemma and example are a certain justification of the choice of
constraints (1.9) instead of (0.2) which is common for domains with a Lip-
SCHITZ boundary (see [Kel, Mal, MT1]).

Lemma 1.2 If(0.2) holds, QF has no outward peak and u(z) is a harmonic
function (i.e., u(z) solves (1.6)). Then

1
u € wy (NF). (1.10)
Vice versa, u € wé (QF) C ex(QF) implies (0.2) and u(z) is a harmonic
function, also for domains QF with outward peaks.

We postpone the proof of the formulated Lemma until Subsection 2.3.

Next example shows that under constraints (0.2) solution u(z) of BVPs
(1.6), (1.7) and (1.6), (1.8) might have non-integrable trace u*(t) on the
boundary I' = 9Q+ as soon as QF has a single outward peak.

Example 1.3 Let 0 < 0 < 00, v > 0 and

er_ = {$1+i$2 :0<x <1, 0§.’I;2S.’I}‘{+1}. (1.11)

2)If we admit complex-valued data Tm g # 0 in (1.6) and Im f # 0 in (1.8) but then

.8
we have to look for a complex-valued solution v = wu, + iu;, ur,u; € z°(Q%, p) in (1.9).
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Then, choosing the branch of the analytic function () := 2~ appropri-
ately, for the harmonic function ¢,(z) == Rez™7 we get Ap, = 0 in Q,
and @ € Wl(ﬁ) provided o — (y + 1)p > —2.

In particular, o, € W (Q27+3)

In fact,

cr+1

s | W @)1 = /dwl / (@ +23) 73 oo} +23) =) d

1

S Cl /d.’l?l / (171 +$2)_(7+1)pd.’172 = 02/$;(V+1)P+1d$1

0

z] 1
X /(1 + 1)~ OFDPAE < Oy /zf7(7+1)p+1dzl =Cy < 00.
0 0

1.3 Representation of solutions and layer potentials
Applying the GAuss formula on divergence (on “partial integration”)
/au dy—/ w@)Bo@)dy £ 4 vy (Pu(rye@dr,  (L12)
r

Q*

we readily obtain two well-known GREEN formulae

/Au dy— /6u )o;u(y dyﬁ:%@ (mu(rT v(r)dr, (1.13)
J=1lg+

[ (806 - )30 dy = § [osyu(riv

Qf r

—u(T)aﬁ(T)u(T)] dr, wu,ve 02 (OF). (1.14)

com

Invoking the fundamental solution of equation (1.6)
1
Fa(2) =5 loglz|,  AFa(2) =0(2), ze R,
i

where ¢ is KRONEKER’S delta function, we can easily derive from (1.14) the

following representation formula for a harmonic function u(z) which meets
condition (1.9)

X+ (@)u(r) = Wru' (z) — Vi (0pu) " (2),
X—(2)u(z) = uso — Wru (z) + Vr(Opu) (z), (1.15)

reR\T=0Q-u0t
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(see [Mal, Ch.1, §1.2]), where u,, =const, x+ is the characteristic function
of the domain Q* and

1
Wrple) = o= [ 7)00cr log |7 —alds, ds =dr],
(1.16)
2

3

T
1
Vrp(z) = — /go(T) log |7 — x|ds, z e 0t
r

are the double and the single layer potentials (known as the harmonic or
the logarithmic potentials as well).

Let us note, that constants are included into the class of harmonic func-
tions in unbounded domains 2~ (see (1.3) and the second formulae in (1.15))
only in 2-dimensional case (see, e.g., [Mal, p.216], [V11, p.333]).

For the direct values of harmonic potentials (1.16) on T" we use the
notation Wty and Vr _; where the additional subscript indices indicate
the order of these operators, treated as pseudo-differential operators on the
manifold I' (see Theorem 1.5 below). According this rule we have also
St :=Cr,o (see (1.3) and (1.5)).

Lemma 1.4 The following holds:

Wr,op(t) = i (Sr +VSrV)p(t) = 4%. / p(7)dlog ; — ;
T
T
W op(t) = i (hStTi + VASIRY) o(2)
1 h(t) dr  h(t) d7
=11 [ #0) h(r)r—t_mF—fl @)
T
O Vr,—19(t) :i (St — VSrV) o(t)
:% (r) Ldjt + Fd;] , terT, (1.19)
where L
Vo(t) == o(t), h(t) :=ie (1.20)

and ¥ denotes the inclination to the abscissa azxes of the outer unit normal
vector U(t) (t € T\ {t1,...,tn}; see Fig. 1).

Proof (see [Mul, §§12,14]). Let us consider the natural parametrisation
of the curve I' by the arc length parameter

7(s) : [0,(] — T, 7(0)=7().
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Easy to ascertain that if the derivative 7/(s) exists, coincides with the unit
tangent vector to I'. We have

(1) = (cos ¥, sind;),

dr = [cos (3 +9;) + isin (5 +9,)] |dr| = h(r)ds (1.21)
(see Fig. 1 and (1.20)). Therefore

1 1 dlt —t| dlr —t| .
9y [log |7 — t]ds = 9, + AT " ng. | d
QWBV(T)[Og|T 1ds 27| —t] [dReT SV Ty " §

_ Re(r —t)cos?, + Im (7 — 1) sinﬂrds _ —(r —t)dT + (T — t)dr

B 2| —t|? B 4mi

_ L [dr _ dr _Ld lo Tt

Tami|r—t 7] 4m" ®F %

which gives (1.17).
Formula (1.18) follows from (1.17) since the adjoint operator S; to St
in (1.5) with respect to the sesquilinear form

(o, 1) = / ()0 |dr|
I

reads

St = VhSrh™'V = h='VSrVhI . (1.22)

In fact, since dr = h(7)|d7| and h(r) = h~1(7) (see (1.20), (1.21)), we get

(S, ) = / Srp(r) g dr| = / St DB dr
T T

. / () SeRT) () dt = / SOV STVRD) Dh(b)|dY

r r

@(t)Vh(t)(STh="V)(t)|dt|-

e—

To prove formula (1.19) we proceed as follows:

O:Vr,—10(t) = % /cp(T)BT log | — t|ds
r

1

27

—Re(r —t)sind,; + Im (7 — ¢t) cos ¥,
|7 — t|2

ds

r— 1

T—t T-—1

/

= QL/QO(T) Re(r —t)Redr + Im (7 — t) Im dr
r
/

W){ dr E_]_
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Next two theorems deal with boundedness properties of layer potentials.
They are based on Lemma 1.4 and justify constraints (1.4) on the weight
function p(t).

Theorem 1.5 Wr o is bounded in the spaces W7 (T, p) for 0 < s <1 and
in HY, . (T, p) form =0,1.

The operator W, is bounded in the spaces W (L', p) for =1 < s <0
and in H)(T, p).

Vo1 is bounded from Ly(T,p) to W, (T,p) and from HJ(T,p) to

H?+u(1—‘7 p)

Theorem 1.6 The operator Wr o is bounded in C(T, p) and in PC™(T, p)
form=0,1.
The operator WY, is bounded in PC(T', p).

We postpone the proofs of the formulated theorems until Subsection 2.3.
Here we will prove the following corollary.

Corollary 1.7 Let p(t) be defined by (1.2) and (1.4). If T is smooth (con-
tains no cusps and no angular points y1 = --- = v, = 1) operators Wr
and W o have weak singular kernels and are compact in the spaces L,(T, p)
and PC(T,p).

Operator Wr o is compact also in spaces W (T, p) for =1 < s <1, in
C(T, p) and in PCY(T,p).

Proof. It suffices to prove compactness of Wr o, since W o is the adjoint
operator and would have weak singular kernel if Wt o has.

FI'=RorI' C Rthen K; = Wt = 0 as it is clear from representations
(1.17) and (1.18).

Il =T, :={C € C: |{| =1} is the unit circumference then ¥, =
9, h(t) = e and 7 = e, t = e (0 < 9, A < 27) inserted into (1.17) gives

2m
1
Ki =W, ap) = 1 [ o) (1.23
0

therefore Wr, o is one dimensional and compact.
If T is arbitrary smooth curve and w : ' — I is a corresponding
diffeomorphism where either I'' € R or IV =T'y, then

W[‘70 =K, — K:) + w*_lKlw* R
K, = w'Srwe — Sr,  wap(t) = p(w(t)), teT,

with w=™! : T' — T’ standing for the inverse diffeomorphism and K—for
the adjoint to K,. the integral operator K, has a weak singular kernel
(see [DLSI, §3.5] or [Kh1l, GK1]). As for K, either K3 = 0 or it is a one

dimensional operator (see (1.23)). L]
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To accomplish boundedness properties of potential operators and their
direct values on the curve we formulate the next result. For a general
assertion (layer potentials for partial differential operators with variable
coefficient and arbitrary order in R™, provided they have a fundamental
solution) we quote [Dul0, Theorem 3.2] (for LIPSCHITZ domains see also
[MMP1, MMT1, MT1)).

Theorem 1.8 Let s € R and the boundary T = 0QF be m-smooth, where
m €Ny, m > |s].
The potential operators®

Cr = W) — Witz (0F),
We 2 W3 (D) — Wy o, (0F), (1.24)
Ve WD) — W2, (OF)

(see (1.3) and (1.16)) are bounded®.
In particular, if T is piecewise-smooth we should restrict —1 < s < 1.

Proof. For a smooth T' = dQF see [Dul0, Theorem 3.2].
Let T have knots t1,...,t, (see (Fig. 1) and consider Cry(z). The
operator Cr is of the local type, i.e., if

v € CP(F), wy € Loo(T), supp vi N supp vo =0,
then v; Cruvsp € C§°(C). Therefore it suffices to establish continuity (1.24)
for vCrul, where v € C5°(QF), u € C(T) are cut-off functions, equal 1 in
some small neighbourhood of a knot ¢; and vanishing outside another one;
in particular, v(tx) = u(ty) = 0 for j # k.
We can suppose that

e=p1+p2, @r=upp € WS([), wup:=xpu, k=12,

where x1(t) and 2 () are characteristic functions of the left and right neigh-
bourhoods of t; € T' and [x1(¢t) + x1(¢)]u(t) = u(t). Since xx(t), k = 1,2
have discontinuities at ¢, for the claimed inclusions ¢, € W3 (I') we need
¢(tj) = 0if s > 1. The latter can be provided since (Cr1)(z) = 1 for
z € QF and

Cro(z) = Cryo(2) + ¢(t;) -

Thus,

v(2)Crugp(z) =u(z)Cren (2) +u(z)Crez(2) =u(2)Cr, 01 (2) +u(2)Cr, 92 (2),

3)For a compact domain we define WQ‘fcom(Q_i) = WE(QF).
YWe have formulated only a particular result—the case p = 2. The general result for
1 < p < oo in [Dul0] states boundedness between the BESSEL potential and the BEsov

spaces.
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where I';y and I's are smooth and closed contours which have in common
either only the point {¢;} when v; < 1, or two points (one of them {t;})

N——
when 1 < 7; < 2, or some arc [' =t; 2z, when 7; = 2. We can assume

or € W3 (k) extendlng functions to I‘k \(I'NT%) by 0O (k =1,2). As noted

above, due to smoothness of I'y, we get vCr, ¢, € W;+2 (Qﬁ) where Q) is
the inner domain for T'y,, £ = 1,2. On the other hand,

supp v N+ =0, U, O ::(suppvﬁQ*)ﬂQg, kE=1,2.

1
Then vCryr = vCr, i € W;—’_2 (€4 UT,) since on the common boundary
LN =T N0y € QY U {t;}, except t;, functions are C*° smooth.

i
Therefore, vCruyp = vCry; + UCF<P2 € Wgs+2 (Q*).

The inclusion vCrup € W, COm(Q_—) and other results in (1.24) are
proved similarly. [

To proceed further we need the PLEMELJI formulae (the jump relations)
for layer potentials, which we formulate next.
Let & € C(QF). By ®*(t), t € I = Q% is denoted, as usual, non-
tangential boundary values ®*(t) = lim  &(z).
2€QE, 2t
Lemma 1.9 Let 1 <p < oo, =1 <s <1 and ¢ € WJ(T,p), where p(t) is
defined in (1.2), (1.4). Then

(Wrg)*(1) = +50() + Wroplt), @Vre) (1) = F50(0) + W g(0),

0r0)" (1) = @5Wr0) (), (Crp)*(1) = +3(1) + 2 Sep(t), (1:25)

for almost all t € T (for all t € T\ {t1,...,t,} provided s > % or v €
H)(T,p)).

Proof. The proof can be found e.g. in [Mul, §§15,16]) (see the survey
[Mal]). See also [MT1, Appendix C] for the case of LIPSCHITZ domains and
[Dul0, §6.4] for much more general operators. L]

If T is a compact curve and ¢ € Ly (T') then

1
Wre(z) =0 <m> as |z| = . (1.26)
As for the single layer potential,
Vrp(x) =0(1) as |z| > oo iff /cp(r)|d7| =0 (1.27)

T

and then
Vrp(z) =o(l) as |z| = . (1.28)
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In fact,

r

Vieple) = [ o(r)tog lar] + log ol [ ()l
T T

]

:0(1)+10g|x|/<p(7')|d7'| as |a] = oo.
I

and (1.27), (1.28) follow.
If

/ (B(ryu) (ldr] = 0, (1.29)
T

then in (1.15) we have
Uoo = u(00) = Wru~ (0) — Vr(9zu)  (0). (1.30)

In fact, the first equality us, = u(o0) follows from (1.15), and (1.26)—
(1.28) since (1.29) holds.

Passing to the limit © — ¢ € I, € 7, in the representation formula
(1.15) and applying the appropriate PLEMELJI formulae (1.25) we find:

U (1) = oo + 2u= () — Weu—(8) + Ve (@)~ (t), teT.

2
The obtained formula can be rewritten as follows
1
Uoo = iuf(t) + Wru™ () = Vr(0pu) (t), teTl.

Therefore, the trace of the harmonic function
w(z) = Wru (z) — Vr(0pu) (z), xeQF,

on the boundary I' = 9Q+

wt(t) = %u‘(t) + Weu (1) = Vi (Opu)=(t) = uay, tET.
(see the appropriate PLEMELJI formulae (1.25)) is constant. This implies
w(zx) ==const for the entire domain z € QF and, therefore, us = w(0) =
Wru~(0) — Vr(07u)~(0).
The integral Wrl(z) is known as the GAUSSIAN integral and can be
written explicitly:

1 1 if z €N,
Wrl(z) = %/aﬁm oglr—alldr| =4 0 i weQ . (131)
2 1 if z el

(see [Mal, Chapter I, §1.1]).
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Remark 1.10 The homogeneous equation

1
—§t+WF*70t: 0, (1.32)

has a unique linearly independent solution to Z 0 in L2(T) such that

Vieo(z) =1, /t0(7)|d7| =1,
J (1.33)
Vreg(z) = O (log |z]) for 2 € Q™ as |z| = o©.

The solution vty € WL (') is known as the ROBIN function (or the density
of the ROBIN potential; see [Mal, §2.2]).
The homogeneous equation

—%1/1(75) + Wro(t) =0

has, due to (1.31), the solution 1 (t) = 1, which is a unique linearly inde-
pendent solution of this equation in L2(T') (see [Mal, §2.2]).

Lemma 1.11 The RIEMANN—HILBERT problem
Re U*(t) =g(t), teT, (1.34)

has a solution ¥ € £,(0F, p) for all right-hand sides g € L,(T,p) (i.e., is
surjective under asserted conditions) if and only if:

1
1 — for QFf,
i —+a; £ Ty (1.35)
p for Q7|
2=

0<v; <2 for Qt,
ii. the domain has no inward peaks: (1.36)
0<vy; <2 for Q

forallj=1,...,n.
Moreover, (1.34) is FREDHOLM if and only if (1.36) holds and then the
index of the corresponding operator reads

mdA= > 1 for QF,
(%+aj)’yj>1
Ind A = Z 1 for Q.

(L+a5)(1—m)>1

Proof. The proof will be given in §5.2.
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1.4 Reduction to boundary integral equations (the in-
direct method)

Theorem 1.12 Let conditions (1.35) and (1.36) hold for the complemen-

tary domain QF . A harmonic function u € ep(QF, p) solves the DIRICHLET
problem (1.6), (1.7) if and only if

u(z) = x_(z)go + Wro+(z), z€QF, (1.37)
where
o = /g(T)tO(T)|dT|, (1.38)
T

to(7) is the ROBIN function (see Remark 1.10) and o+ = Re o1 € L,y(T,p)
is some real valued solution of the corresponding boundary integral equation
(written separately for the domains Q% and Q™ , respectively)

Appi(t) = 2o () + Weop () =g(f), t€T, (139

A () =50 (1) +Wrop ()=g() g0, t€T. (140)

Proof. Easy to ascertain that formulae (1.17) and (1.19) hold for the
corresponding potential operators as well

Wrip(z) = % (Cr + VCrV) o(2) = Re[Cr Re(2)] + i Re [Cr Tm o(2)]

9:Vrop(z) = % (Cr =VCrV) ¢(2) = —Im (Cr Re p)(2) + i Im (Cr Im )(2)
= Re(CriReyp)(z) —iRe(Crilmyp)(z),, z¢€Q* (1.41)

(see (1.3)).
Conditions (1.35), (1.36) provide representation of a solution u €
ep(QF, p), by the real part of the CAUCHY integral with a real valued density

u(z) = x—(z)go + Re [Crox(z)], ¢ € Ly(QF,p), z€Q*

(see Lemmata 1.1, 1.13 and 1.11) and, due to (1.41) the latter can be rewrit-
ten in the form (1.37).

Passing to the limit z — t € T, 2 € QF in the representation formula
(1.37), applying the appropriate PLEMELJI formulae (1.25) and inserting
u®(t) = g(t) we get equations (1.39) for the density o, and (1.40) for the
density @_, respectively.

The constant u(oo) in (1.37) is chosen in the form (1.38) to justify the
orthogonality condition

/ l9(r) — goleo(r)ldr| = / gl —g=0  (1.42)

r r
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(see (1.33)) which is necessary and sufficient for the existence of the solution
of equation (1.40) provided the equation is FREDHOLM (see §1.6, Theorem
1.23).

Vice versa, let ¢4, p_ +co € L,(T, p), co =const, be solutions of (1.39),
(1.40), respectively (we remind, that homogeneous equation (1.40) has con-
stants as solutions; see Remark 1.10); let u(oo) = go =const be defined by
(1.38). u(z) in (1.37) solves equation (1.6); passing to the limit z — ¢ € T,
r € QF and invoking the appropriate PLEMELJI formulae (1.25) due to
equalities (1.39), (1.40) we get

Wt (t) = Soe () + Wrgpr = g(t), tET,
W (6) = X (B0 ~ (Mo +co)()]™ =x (g0~ [(Wrp ) ()]

1
= x=()go — 59— (8) + Wrop— = g(t), t€T
since (Wreg)(z) = 0 for x € Q~ (see Remark 1.10) and the boundary
condition (1.7) holds. m

Let us note that representation (1.37) (and, later, a similar one (1.43))
can not be used if inward peak is present. Namely, there holds the following.

Lemma 1.13 The function u € e,(QF, p) (u € w;(Q_i)) can be represented
by the double layer potential (1.37) with a density ¢ € L,(T, p) (in W;(I))
if and only if the Riemann—Hilbert problem for the complementary domain
OF (1.34) is surjective (see Lemma 1.11).

Proof. The proof follows from Lemma 1.11. In fact, let ®(z) = u(z) +
iv(z2), ® € &,(QF, p) (2 € Wi(QF, p)) be the analytic function in the same
domain Q*. Since, due to (1.41), Wr = 1 (Cr + VCrV), representation
(1.37) follows if the representation of the analytic function ®(z) by the
Cauchy integral (1.3) with a pure real ¢ = Re ¢ density in L,y(T,p) (in
W, (T')) holds.

Vice versa, let ¢ = Rey and u = Wryp = Re Cry; since ® = u + iv is
defined by u(z) uniquelly modulo a pure imaginary aditive constant icq, we
find ®(2) = ico + Crp(z) (cf. (1.3)) with the same density ¢ = Re . ]

Theorem 1.14 Let conditions (1.35) and (1.36) hold for the complemen-

tary domain QF. A harmonic function u € e,(Q=, p) solves the NEUMANN
problem (1.6), (1.8) if and only if
uw(z) = co + Vrpe(x), z€QF,

(1.43)
/ b_(r)\dr| =0,
T
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where Yy € w;l(I‘, p) are solutions of equations (written separately for the
domains QT and Q™ , respectively)

By (1) = —50 () + Wig ()= f(1), 1€, (1.44)

By ()= g0 () +Wigh ()=F(), €T,  (L43)

and co is arbitrary constant.

Proof. Since solution belongs to the SMIRNOV space u € ep(Q+, p) and
conditions of Lemmata 1.1, 1.11 hold, we have the following representation

’LL(:L‘) = Co + Im [CFdjoj:(a:)] 9 Im 1/}3: = 07 1/}3: € LP(Fap) ) T e Qi
(see (1.3)). Due to (1.41) the latter can be rewritten in the form (1.43)
w=Im Cryp} =i0. Vel = Vo[0,¢L] = Vs, g = Ol = i0,0%

and ¢+ € w, (T, p) since ¥ € e, (T, p).

Applying the normal derivative J(,) to the representation (1.43), pass-
ing to the limit « — ¢t € T, x € QF with the help of appropriate PLEMELJI
formulae (1.25) and inserting u* = g we get equations (1.44) for the density
¥4 (t) and (1.45) for the density ¢_, respectively.

The second condition in (1.43) provides u(z) = ¢g + o(1) for x € Q™ as
|z| = oo (see (1.26), (1.28)).

Vice versa, let ¢+ € w, (T, p) be solutions of (1.44), (1.45). Then u(z)
in (1.43) solves equation (1.6) and has the asymptotic u(z) = co + o(1)
as || — oo. Applying the normal derivative 9y(,), passing to the limit
r —t €l z € QF and invoking the appropriate PLEMELJI formulae (1.25)
due to equalities (1.44), (1.45) we get

Oru) (1) = T (6) + Wegps = f(1), tET,

and the boundary condition (1.8) holds as well. L]

Lemma 1.15 The homogeneous DIRICHLET BVP (1.6), (1.7) with ¢ = 0

and u € wé (QF) has a unique solution.
The homogeneous NEUMANN BVP (1.6), (1.8) with f = 0 and u €

1 —
wi (QF) has only a constant solution u(z) = const .

Proof. The proof is based on the GREEN formula (1.13) and is standard.

In fact, if u € wé (QF) then on the boundary u® € Wé (T'). Due to Theorem
1.8 this yields u € W5 (QF) and 9,,u € L(QF), Au € W, '(QF), j = 1,2.
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Now if Au(z) =0 in QF and u*(t) =0 on T (see (1.6), (1.7)) by assuming
v(z) = u(z) in (1.13) we get

2
Z |0;u(z)> =0 for z€QF.
j=1

Therefore u(z) =const on entire domain and since u(t) = 0 on the boundary,
u(z) = 0 everywhere.
For the NEUMANN BVP (1.6), (1.8) the proof is similar. L]

1.5 Reduction to Cauchy singular integral equations
on the circumference

In the present subsection we reduce the DIRICHLET (1.6), (1.7) and the NEU-
MANN (1.6), (1.7) BVPs to RIEMANN—HILBERT BVPs for analytic functions
on the unit circumference I'y or, what is equivalent, to CAUCHY singular
integral equations (SIEs) on I'y. Theorems on the FREDHOLM and the solv-
ability properties for the obtained SIEs will be formulated in §1.6.

The method goes back to N.MUSKHELISHVILI (see [Mul, Ch. III]) and
I.Vekua [Vel]; they investigated BVPs in HOLDER spaces when domain
has smooth boundary (see [Mul, §§41,43,75]) and for domains with finite
number of cuts (see [Mul, §109]). In [Khl] B.Khvedelidze treated similar
problems in the LEBESGUE spaces and in [KKP1, Ch. IV] the method was
applied to the same BVPs on domains with angular points and cusps in the
SMIRNOV-LEBESGUE space e,(QF) without weight. For the weighted space
see [Mel].

Let QF, t; otjel= 00% be asin §1.1 and

w: D — QW) =t;, j=1,...,n, (1.46)
be a conformal mapping of the unit disk
D =Dy :={2€C : |z|] <1}
onto the domain Q% (w(0) = 0,w'(0) = 1 for the domain QF and w(0) =
00,w’(0) = 1 for the domain Q~; see §5 for further details). By ((z) we
denote the inverse mapping
C:0F =D, (wk)=z, wlk)=x. (1.47)

Then
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Let D := {2z € C : |z| > 1} be the domain outer to the unit disk
D, = D} and

po(z) == H(z —t))% for z€e QT CC (1.48)
j=1

denote the analytic function in the domain QF, which is the extension of
the weight function; namely, po(z) is analytic in the complex plane C cut
along some curves connecting knots t1,...,t, € 0QF with infinity and do
not crossing the domain Q.

Theorem 1.16 A harmonic function u € e,(Q*, p) solves the DIRICHLET
problem (1.6), (1.7) if and only if

e | @I o(r)dr i [
ula) = Re | S0 /T—g(a;) 2/<p( )d9 (1.49)

jri=1 o

for z € QF,. where ((x) is the conformal mapping from (1.47). ¢ = Re ¢ €
L,(Ty) in (1.49) is a real-valued solutions of the following singular integral
equation on the unit circumference

G(0) —
49(0) = Pt o(Q) + COPr 0O+ Z9 " ko — gu(0), ceTy,
Ky := % p(e)dy, P = %(I:I: Sr,), (1.50)

—T

where the coefficient G € PC(T'1) (see §5.2) and the right-hand side go €
L,(T1) are defined as follows:

B =

G(0) = - 22(Q) lw'(o]

po(@(0) [«(0) (131)
90(C) := —2ipo(w(())[w'(O)]7 g(w(()), CeTy.
The solution has the following asymptotic at infinity
u(o0o) = Re (27r)_1H(—t)°‘f /cp(ew)dﬁ] . (1.52)

Proof. The DIRICHLET problem (1.6), (1.7) can be written as follows
Re [TF(t)] =g(t), teTy,

. 1.53
u(z) = Re ¥U(z), VUe&(NEpy), z€0*. (1.53)
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Then for the analytic function

po(w(2)) W' (2)]7 T (w(2)) for |2 <1,
1 (1.54)

OO CE) o

(see [Mul, §39] and [KKP1, Ch. IV, §1]), where po(z) is defined in (1.48),
boundary condition (1.53) acquires the form
2
po(w(O)W' (O po(w(Q)[w' ()]
which can also be written as follows
() - G(O2™ () =9(¢), (€T, (1.55)

with G(¢) and go(¢) defined in (1.51). Since ® € &,(D;) N &,(DY) it is
represented by the CAUCHY integral

D(z) :=

|
(
Re [#+(w(0)] = 5

#() = 22 kig 4 ipt) = 22 [ oeyan

—T

L[

2r T—z
I7|=1
for all |z| # 1 with a pure imaginary density iy, ¢ € Ly(I'1). If we apply
the PLEMELJI formulae for the CAUCHY integral (1.25) we get
i ixa, (2)
*(Q) = —£ [x0, () K £ 9(0) + Sr,p(0)] = — X2

for ( € T and inserting this into (1.55) we get equation (1.50) for the
density ¢ € L,(T'1).

Let us remind that we need only the real-valued solution ¢ = Re ¢ of
(1.50). To this end let us check that if 1) € L,(T;) is a solution, than 1 is
a solution as well. In fact, applying the relations

Ko +iPF¢(C)

Z:l,?zl,d?:d—;—, ﬁ:idz?forT:ew,|C|:1, —T<Y<T
¢ T T T

we find that

m = G_l(C) ) gO(C) = G_I(C)go(é_) ) y =9,

SE ol 1 (dr _ 1-—x 1 Cy(r)dr

R0 =500% 5 [ 507 =5007 55 [ 15725

|7|=1 |r|=1
— 1 dr —
= PEUQ %5~ [ WT = PR + K7 (157)
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Now, if 1) € L,(I'1) is a solution of equation (1.50), taking the complex
conjugate and invoking (1.57) we get the same equality for ¢:

_ L -1 _
G(OAP(Q) = P (O + GO PR () + —=5—KP = go(¢), (€T,
Therefore, the real-valued function ¢ := Re ¢ = $(¢ + ¢) is a solution we
look for.
With a solution ¢ Re ¢ of (1.50) at hand we find ®(z) from (1.56), but
the latter might have the following symmetry property
1 L
D.(2):=® = =®(z), zeQ U,

originating from the definition (1.54). This property is proved similarly to
(1.57):

1 1 o(r)dr i 1 / z o(1)dr
P(2)=d (=)= —K — =-Kp+ — o
) (E) +27r -1 2 <p+27r T T—2
rl=1 rl=1
1 d j
= lgpy k (AT _ i gy iCrip(z) = ®() . (1.58)
2 2w T—2 2
Ir|=1

Inserting ®(z) in (1.54) we find first ¥(z) and afterwards u = Re U.
The result is written in (1.49).

Vice versa, if ¢(() is a solutions of (1.58) we easily ascertain that ¥(z)
found in (1.56) and (1.54) solves BVP (1.53) and u(z) (see (1.49)) solves
BVP (1.6), (1.7).

Asymptotic (1.52) results from (1.47)—(1.49) and from the following
asymptotic of the weight function

wl(o(2)) =II0™ +00) a oo

Jj=1

Theorem 1.17 A harmonic function u € w},(ﬂ_i, p) solves the NEUMANN
problem (1.6), (1.8) if and only if

u(z) = co+ Re / 270 ]yp) / ) (1.59)
u(z) = cp + Re /75;52)(];) ft /’(/J+ N | dy

o |7]=1
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for x € Q and x € QF, respectively; xo € QF is some fized point, cy € R
is a real constant and ((x) is the conformal mapping from (1.46). ¢+ =
Re o* € L,(Ty) are real-valued solutions of the following singular integral
equations on the unit circumference

Py (0) +1:(C)ij1/f(4) =/fo(¢), Celu,

Bidji(g) = K,(/}— — % /,(p—(ez'ﬂ)d,ﬁ — 0, (160)
B Q) = But Q) + FIOPR v (O + 2Lyt = 1y(0).

The coefficient F' € PC(I'1) (see §5.2) and the right-hand side fo € Ly(T'y)
are defined as follows:

pw(Q) [w(Q) (1.61)
fo(¢) == —2ipo(w ( N (Ol f(w(C)), ¢eTh.
Proof. The NEUMANN problem (1.6), (1.8) can be written as follows (see

[Mul, §§74,75))
Re [e:(¥)E(t)] = f(t), tely,
u(z) = Re ¥(z), ©eWL(OF,p) =€,

(1.62)

where ¥(¢) = ¥; denotes the inclination of the outer unit normal vector 7(t)
to the abscissa axes at t = w(() € I'\ {¢1,...,t,} (see Fig. 1). In fact, since

. — ou .Ou —
U=u+iveW,(QF p), ¥ ::%_la_yeg(g ,po), (1.63)
du du . i
Op(ryu(t) = cos ﬁta + sin ¥y — 9y cos ¥y + isin gy = et

(see (1.21)), we get

+ +
Re [ (0")*(t)] = cos v, {% + sin ¥, [—u] = (Opyw)=(t)

and (1.62) follows.
Similarly to (1.54) (see also [Mul, §39] and [KKP1, Ch. IV, §2]) for the
analytic function

pol(w(2)[w'(2)]7 ¥ (w(2)) for |z| <1,

D(2) := 1 (1.64)

? 1
g <w <%>> for |z| > 1,
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which belongs to the space EP(D_T), we get the following BVP:

() —F(O2 () = folQ), €Ty, (1.65)
where fo(() is defined in (1.61) and

P(Q) 1= —e-200i22@(O) lw:(o ] T _ o a@il(Q) lw:(o ] ’
po(w(C)) [w'(C) po(w(C)) [w'(C)
with a(¢) = 9(¢) + § denoting the inclination of the tangent to I' vector
to the abscissa axes at t = w(¢) € T\ {t1,...,tn} (see Fig. 1). Let us

recall that w'(z) has an angular (i.e., non-tangential) boundary limits 2 for
almost all ( € T'; and }
W'(Q) = e’ (O)] (1.66)

(see, e.g., [Gol, p.p. 405-411] and [Ks1, Ch. I, II]). Therefore

o200 _ (“’:(O>
20

and by inserting this into the foregoing formula we get F'(¢) as written in
(1.61). In (1.64), (1.65) ® € &£,(D;") and, therefore, it can be represented

by the CAUCHY integral with a pure imaginary density for the problems in
the domains QO+ and Q~, respectively (cf. (1.56))

. A m ‘ n d
B(e) = — KUt +iCr 0 ) =~ [wrenar+ o [ ZDE
- |7]=1
®(2) :==iCr, ¢ () = —% / %, Pp* = Re * € L,(Ty) (1.67)
|7]=1

for all |z| # 1 because for the domain O~ we should require in addition (see
the condition in (1.60))

N U S
Ky _%/w (e™)dy = 0.

To justify the latter we remind that ¥ € W} (QF, po) and, due to represen-
tation (1.3) the derivative should vanish at the infinity ¥'(co) = 0; therefore
(see (1.64), (1.67))

/1/7(6“9)6119 = 21®(0) = 2mpo (w(0)) ' (0)]7 ¥’ (w(0)) = 0

—T
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because w(0) = oo (see (1.46)—(1.47)).

Let us note that ®(z) in (1.67) has the symmetry property ®.(z) =
O (2)(cf. (1.58)).

Since we need only real-valued solutions ¢ = Re * of (1.60), we
check, based on the properties similar to (1.57) that along with ¢* equa-
tions (1.60) have solutions 1)%. Therefore the real-valued solutions 1* =
Re ¢+ = %(1/1jE + 9F) are those we look for.

Vice versa, if * = Re ¢* are real-valued solutions of (1.59), (1.60),
we find easily that ®(z), defined in (1.65) solves BVP (1.67), which implies
that u(z) in (1.59) solves BVP (1.6), (1.8). m

Remark 1.18 Similar resulta about equivalent reduction of the DIRICH-
LET (1.6), (1.7) and the NEUMANN (1.6), (1.8) BVPs to BIEs (1.50) and
(1.60) can be carried out in the spaces of continuous C(QF, p) and piecewise-
continuous PC(QF, p) functions. Transition to the unit disk is clear and
smooth, but is senseless because the CAUCHY SIO is unbounded in these
spaces, even on the unit circumference.

Solvability results we possess e.g. for the HOLDER spaces with weight
h9,(D1,p) on the unit disk (see §4), but transformation of the RIEMANN—
HILBERT problem for QT to the unit disk (similar to (1.53)—(1.59)) is not
implemented so far.

1.6 Reduction to boundary pseudo-differential equa-
tions (the direct method)

Theorem 1.19 Let X*(T', p) stand for one of the following spaces: W3 (T, p)
with 0 < s < 1 or for H),,(T,p), PC*(T,p). 2 (QF, p) is used for the
corresponding SMIRNOV space of harmonic functions. p(t) is defined in
(1.2) and inequalities (1.4) hold.

A harmonic function u € x*(Q*, p) solves the DIRICHLET problem (1.6),
(1.7) if and only if

u(z) = x—(2)[Wrg(0) — Ve (0)] £ Wrg(z) F Vrox(z), (1.68)

where ¢ € X*7Y(T, p) is a solution of the following pseudo-differential equa-
tion of order —1 (written separately for the domains QF and Q~, respecti-

vely)

2
r

1
Wﬂw@:—Mﬁw—mMszww,%R (1.60)

ol =g-0, e,
(1.70)

1
Vr—1p-(t) := o /log
r

[o-@lari =0

T
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and

1
9+0) = =500) = 5 [ dan loglt — rlg(rlar|, teT,
r

1 1
2T

t_
Bi(r) log —T‘g(7)|dr|, terl.

e—

Proof. Solution u(z) of the the DIRICHLET problem (1.6), (1.7) has the
form (1.68) (see (1.15) and (1.30)). Taking the trace on I' from Q% invoking
the PLEMELJIT formulae (1.25), inserting u®(t) = g(t) from (1.7) and choos-
ing the function ¢4 (t) := (By(t)u) (t) for an unknown, we get equations
(1.69) and the first equation in (1.70), because

Wrp(z) — Wre(0 /3*(7 log |

== ot

1 T —
Vipla) ~ Viep(0) = - [ log|*T
r

T‘¢(7)|d7|, zeOF.

The second equation in system (1.70) is necessary for boundedness of solu-
tion (1.68) at infinity (see (1.27), (1.28)).

Vice versa, if u(z) is written in the form (1.68), it is obviously harmonic
and u € z°(QF, p). In fact, o+ = Re pr € X*71(T, p) and, due to (1.41),

u(@) = x - (2)u(00) EWrg(2) FVr o+ (z) = x - (z)u(o0) + Re Cr [£gFipL](2).

Further, u(z) has finite limit u(oco) = Wrg(0) — Vre—(0) at infinity and it
remains to check the boundary condition (1.7). To this end it suffices to take
the trace in (1.68), applying the PLEMELJI formulae (1.25), and remember
that equations (1.69) and (1.70) hold. We easily get:

w* (@) = X-(D)Wrg(0) ~ Voo (@)] + 3901
£Wr,09(t) F Vepx(t) = g(t). "

Theorem 1.20 Let X*(T', p) stand for one of the following spaces: W (T, p)
with 0 < s < 1 or for H),(T,p), PC'(T,p). z*(QF, p) is used for the
corresponding SMIRNOV space of harmonic functions. p(t) is defined in
(1.2) and inequalities (1.4) hold.

A harmonic function u € x°(QF, p) solves the NEUMANN problem (1.6),
(1.8) if and only if

u(z) = Co £ Wreps(x) F Vo f(x), (1.71)
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where Cy is arbitrary constant, ¢ € X°(T', p) is a solution of the following
pseudo-differential equation of order +1

1
Dr 19+(t) := o /&7@)&7@) log [t — 7|4 (T)|dT| = f£(t), t €T, (1.72)
T

and
1 1
£ult) = 2580 + o [0 loglt ~ rls(lar|, ter.
r

For the outer domain problem Q= the data f(t) should meet the addi-
tional constraint

/ f()dr| =0. (1.73)
I

Proof. Solution u(z) of the the NEUMANN problem (1.6), (1.8) has the form
(1.71) (see (1.15)) and to be bounded in the outer domain condition (1.73)
should hold (see (1.27), (1.28)). Taking the trace on I' from QF, invoking
the PLEMELJI formulae (1.25), inserting (95 u)* (t) = f(t) from (1.8) and
anounceing ¢+ (t) := u*(t) as an unknown function, we get equations (1.72).
Vice versa, if u(z) is written in the form (1.71), it is obviously harmonic
and u € (0%, p). In fact, ¢+ = Re v+ € X*(T, p) and, due to (1.41),

u(z) = Co £ Wrps(z) FVr f(z) = Co + ReCr[+¢+(z) Fif](z).

Further, u(z) has finite limit u(co) = Cj at infinity (see (1.73) and recall
(1.27), (1.28)). It remains to check the boundary condition (1.8). To this
end it suffices to take the trace in (1.71), applying the PLEMELJI formulae
(1.25), and remember that equations (1.72) hold. We easily get:

(Btyu) () = %Dr 1 (1) + 3906 F Vo £ (1) = 7(6) .

1.7 Statement of the principal results

In the present subsection we formulate principal results on BIEs (1.39),
(1.40), (1.44), (1.45), (1.50), (1.60) (see Theorems 1.26 and 1.29), which we
prove later in §5.3-§5.4. We also formulate (and prove) their immediate
consequences-solvability results for corresponding BVPs (see Theorems 1.28
and 1.30). Theorems are formulated separately for the case of absence of
cusps because in such a case equations can be studied directly and not only
the weighted LEBESGUE space L, (I, p), but in the weighted spaces of con-
tinuous, piecewise-continuous and HOLDER functions. Moreover, equations
are FREDHOLM in usual spaces, in contrast to the case of cusps, when we
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have to introduce special image spaces to make operators FREDHOLM. The
approaches to the cases are substantially different (cf. §5.3 and §5.4).

Before formulating theorems on solvability of boundary integral equa-
tions and boundary value problems let us recall [DNS1, Lemma 19] which
will be quoted later and which is useful in establishing additional smooth-
ness properties of solutions to BVPs (e.g., HOLDER continuity with weight).

A pair of BANACH spaces {Xp, X1} embedded in some topological space
E is called an interpolation pair. For such a pair we can introduce the
following two spaces Xmin = Xo N X; and Xpax = Xo + Xy :={z € E:z =
zo+x1, xj €Xj, j=0,1}; Xmin and Xpmax become BANACH spaces if they
are endowed with the norms

1] Xmin|| = max{[|z|Xol, [lzX1]I},
12| Xmax|| = inf {||zo|Xol| + [lo1|X1l : 2 = w0 + 21, ; €Ky, j=0,1},

respectively.
Besides, we have the continuous embedding

Xmin C XO: Xl C Xmax-

For any interpolation pairs {X;,X;} and {Yo,Y;} the space
L{{X0X1},{YoY;}) consists of all linear operators from Xpax into Ypax
whose restrictions to X; belong to £(X;,Y;) (j = 0,1). The notation
L(X,Y) is used for the space of all linear bounded operators A : X — Y.

Lemma 1.21 (see [DNS1, Lemma 19]). Assume {Xo,X;} and {Yo, Y}
are interpolation pairs and the embedding Xmin C Xmax, Ymin C Ymax 10
be dense. Let an operator A € L(Xo,Yo) N L(X1,Y;) have a common regu-
larizer: R € L(Yo,X0) N L(Y1,X1) and RA — 1T € L(XoXo) N L(Xy,X1) be
compact. Then

A: Xmin — Ymina A Xmaz — Ymax
are FREDHOLM operators and
Ind XminﬁyminA = Ind XmaxﬁymaxA = Ind XjﬁXjA, _] = 0, 1.

If y € Y;, then any solution x € Xyax of the equation Az = y belongs
to X;. In particular,

Kerx, .,A = Kerx,A = Kerx, A, j=0,1 u

min max

Let
T::{tla---tn}a %k::%wuﬁwa

(1.74)
%w::{tjET:'YjZO}a ﬁw::{tjET:’YjZQ}
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be the collections of all knots, of all peaks, of all outward and all inward
peaks on T'.

Let us define the following CESARO-type mean value integral on the
contour I (cf. (1.90))

o () (Sa=d)! stz

S 0N g - ) ol el
‘hm/ 1ogL<<t>)<<<r)> <<<t>—<<tj>> p() C(r) = C(t)”

n—t
{0

where ( is the conformal mapping from (1.47). Obviously,

(DN (D) =)\ F p(r) p(r)¢ (r)dr
Viselt) "/ (cm) <<<t>—<<tj>> o(0) C(r) — ()

tit

if the latter (usual) integral exists.
Let t; € Tpr, be a peak and ¢t € I'. The points

t=w(() and # :=w(((®)¢), w(()=

are the images of equidistant points |((t) — ¢;| = |(t) ) — (| on the unit
circumference under the conformal mapping (1.46). Pomts telandt; €T
~—
are on different sides from the outward peak ¢; € ;¢ . Let I'y; C I' be,
similarly to I'y¢; C I'1, a sufficiently small ﬁxed nelghbourhood of t; el
such that T'y, NTy; = 0 (and, therefore, t;, & I';;) for k # j. Let I‘t =
[ UT} be the decomposition of the neighbourhood of t; into the semi-
closed left and right neighbourhoods and x;, be the characteristic function
of I'y;. We define the space

Ly(T,p, Tor) = {0 € L, p) + Viyp € Ly(Top), 15 € Ty}, (1.76)
Vo=Vl o1, (1) = eot) — o), e =eFsE

e Lo (T, o, Tor)ll =l | Lp (T, o)1+ 30 1V, xe, 0| Lp (DL, (= £5)%9) |

t;€Tpr

and °) g5 = e~ 7 for tj € Tow, €j = er! for tj € Tiw. Similarly is defined
the space LP(Fapalﬁ)w) - LP(Fapa 7;)16)

5)Non-equal rights of left and right neighbourhoods and differences for outward and
inward peaks in the definition of the space L, (T, p, Tpr) are explained in Remark 5.12.
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Lemma 1.22 Let I be a piecewise-Ljapunov curve. If ¢ € L,(T,p) and

log[((t) — C(tj)]vf; € Ly(L', p) for all tj € Ty, then ¢ € Ly(L, p, Tpk)-
Let a € Loo(T) and

a(t) = a(t;) + O (|logl¢(t) = C(t)I™') (1.77)
for all tj € Tpr, ast — t;. Then the operators
al = Lp(T,p, Tpr) — Lp(L, p, Tyk) » (1.78)
[a - ao(t)]I : LP(Fap) — LP(Fapa 7;)16) .

are bounded, where ao(t) := . a(t;)x;(t) and x;(t) denotes the charac-
t;€Tpk

teristic function of T'y,.

Proof. The proof is an easy consequence of Lemmata 1.25 and 1.27. ]

Note, that if I has no cusps, 0 < v; < 2 for all j =11,...,n, than
log[¢(t) = C(t;)] ~ log[t —t;], tel
(see Corollary 5.10). For a curve with cusps this is not valid any more.

Theorem 1.23 Let Ty, = 0 and X™ (T, p) be one of the following spaces
Wy, p), H), (T, p), C™(T,p) or PC(T,p), m =0,1.
Equations (1.39) and (1.40) are FREDHOLM in the space X™(T, p) if and

only if
0 .
s if m=0, ) 1 1
5;-#{ ! %c.':mm{ }

1= if m=1, v 2=
forall j=1,... n, where
1
» + a;j for Xm(T, p) = W(T,p),
Bi=9q aj for PC™(T,p), C(T,p), (1.79)

aj — for  H},,.(T,p).

If Tok # 0 or Bj =~ when m =0, B; =1~ when m =1, then the
operators Ay in (1.39), (1.40) have non-closed images in W (T, p).

Equations (1.39) and (1.40) with ¢ € L,(T',p), g € L,(T,p, Tpr) are
Fredholm, i.e., the operators

Aj: : LP(Fap) - LP(Fapank) (180)

are bounded and are Fredholm if and only if B; # 7;-) for all t; & Tpk;
the following formulae hold for the index, kernel and cokernel in the space
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X™(T, p) when Ty, = 0 or in the pairs (1.80) when Ty, # 0

Indxo(r,p)Ai = Z 1, Indxl(r,p)Ai = — Z 1, (181)
ety 5,400

dimxo([‘w) Ker ALy =e4 + Ind XO(Rp)Ai , dim CokerXO(np)Ai =€4,
dim Kerx1(p,p)Ai =€4, dim Cokerx1(p’p)Ai =&+ — Indx1(pp)Ai

withey =0 ande_ =1.
In particular, if

0< B < 'y? for all t; & Tpk » (1.82)

then equations (1.39) and (1.40) have solutions for all right-hand sides g(t)
in Ly(T, p, Tpr) (in C(T, p) and in® HY)(T, p) when T, = 0), while for

Tor=0, 1-7)<Bij<1l forall t;e€T (1.83)

they have solutions in W, (T, p), in PC*(T,p) and in H ,(T,p) for the
right hand sides in the same spaces. Equation (1.39) has a unique solution
in these spaces, while homogeneous equation (1.40), g(t) = 0 has a single
linearly independent solution ¢_(t) = 1.

Proof. The proof is postponed to §5.4.

Theorem 1.24 Let Ty, = 0 and X™(T, p) be either W;*(T, p) (m =0,-1)
or H)(T, p).
Equations (1.44) and (1.45) are FREDHOLM in X(T', p) if and only if

¥’ 2—=";

1=~y  for L,(T,p), HYT,p), o (11
Bj # 0 1 7; = min
’Y] for Wp (Fa ,0) ’
forall j =1,...,n, where B; is defined in (1.79).
If either Tor, # 0 or B = ] when m =0, 8 = 1 —+] when m =1 then
the operators By in (1.44), (1.45) have non-closed images in W (T, p).
Equations (1.44) and (1.45) with ¢ € L,(T,p), f € Ly(T,p, Tor) are
Fredholm, i.e., the operators

By : LP(Fap) - LP(Fapv 7;)16) (184)

are bounded and are Fredholm if and only if f; # 1 — 7;-) for all t; & Tpk;
the following formulae hold for the index, kernel and cokernel in the space

6) Absence of additional solvability condition for equation (1.40) under constraints
(1.82) and (1.83), which are inevitable since dim Coker A_ = 1 (see Remark 1.10),
is due to the special right-hand side g(t) — go, which already satisfies the orthogonality
condition (1.42).
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X™(T, p) when Ty, =0 or in the pairs (1.84) when Ty, # 0

Indxor,)Be= > 1, (1.85)

ti &€ Tpk
Bi>1=7;

Indyi(r By = — Z 1, (1.86)

t; €T
Bi<vy

dim Kerxor ,)Bx=¢+ + Indxorr ,)Bx, dim Cokerxor ,Bir=ex,
dim Kerx—1(p7p)Bi = &4, dim COkeI‘X—1(F7p)Bi = &4 — Indx—l(F7p)Bi,

where e, =0 and e_ = 1.
In particular, if

0<B;<1-7Y forall ¢;¢Tp, (1.87)

then equation (1.45) has solution for all right-hand sides f(t) in L,(T, p, Tpr)
(in H)(T, p) when Tpr = 0), if and only if (1.73) holds. If

Tor =0, 7 <Bj<1 forall t; €T (1.88)

then, again, equation (1.45) has a solution for all right-hand sides f(t) in
W, (T, p), while equation (1.44) has a solution if and only if condition
(1.73) holds.

Equation (1.45) has a unique solution in these spaces, while homogeneous
equation (1.44), f(t) = 0 has a single linearly independent solution ¥_ = tg
(see Remark 1.10).

Proof. For the cases T, = @ and W;*(T,p) (m = 0,—1) the proof fol-
lows from the foregoing Theorem 1.23 because equations (1.39), (1.40) in
Wy (T, p) (m = 0,1) and equations (1.45), (1.44) in W, (T', p~1) are pair-
wise conjugate.

As for equations (1.44) and (1.45) in the HOLDER spaces H})(T, p) and
the case T, # 0 (see (1.84)), the assertion is proved word to word as
Theorem 1.23 (see §5.4). L]

Let
== {Cla---:(’ﬂ} crIy, Epk = Zow UZw, (189)
Eow i= {CJ = {wil(tj) ttj € 7:’“’}’
Eiw = {¢G = {w™'(t;) : tj € Tiw}

be the images on the unit circumference of the discrete sets 7, Tpk, Tow Tiw
(see (1.74)) under the inverse conformal mapping w™'(¢) in (1.46)—(1.47).
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We define the following CESARO-type mean value integral

Verl©) = [ (F=2) o)

J \C=G T =G
G¢
L g—gj]l A <T—<j>i dr
= Jim [l = J A—cjf —¢) g
n¢ ¢
log Z=g /7 _¢;\? dr
= i =G ( J) . 1.90
nl—>nﬁljv log% C—=G (p(T)T_CJ' ( )
n¢ !
Obviously,
. T—(\? dr
voel= [ (72¢) et (L1)
(€18

if the latter (usual) integral exist (cf. (3.4), (3.5)).

Let us fix a neighbourhood I'y¢; C Ty of ¢; € T'y such that [y, NTi¢; =0
(which implies (; & I'1¢;) for k # j and decompose I'y¢; into the left and the
right neighbourhoods T'y¢; = F;c]- U I‘ILCJ_. X¢; be the characteristic function
of I'1¢;. We define the space (see (1.89))

Ly(T1,Z0) = {0 € L(T) = V9 € L(TY,), G €Zou) , (192)
Vo =V 08 95 (0) = e 2 0(0) —9(C¢d),

] Lo (T Zou)l == oLyl + 3 Ve xe; @l Lo (TN -

€S ow

Below, in Lemma, 1.22; there is given a sufficient condition for the inclu-
sion ¢ € Ly(I'1,E,y) and for the boundedness of a multiplication operator
al).

Let us note, that if ¢ € F1ic]-a then the point ZC? belongs to the different
half-neighbourhood ZC? € Fi]_ (i.e., points are on different sides of (; €

T'y;), but are equidistant from (j: [¢ — (| = [¢¢F — (-

Lemma 1.25 If ¢ € L,(T'1) and log({ — (j)ngj € L,(T'y) for all {; € Zp,
then ¢ € Lp(T'1,Zpk).
Let a € Loo(T'1) and

a(¢) = a(¢) + O (Jlog(¢ = ¢)|7') forall ¢ €Z, as (.
Then the operators
al : Ly(T1,ZEp) — Lp(Ty,Epk),
[a—ao(O)F : Lyp(T1) —> Lp(T't, Epr)
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are bounded, where ag(() := Z a(¢;)x;(¢) and x;(¢) denotes the char-
acteristic function of T'c;. e
The proof will be given later at the end of §3.3.
Theorem 1.26 The operator
A Ly(Ty) — Lp(T1, Zow) , (1.93)

where A is defined in (1.50), is bounded and is FREDHOLM (i.e., equation
(1.50) is FREDHOLM if go € L,(I'1,Z,w) and we look for a solution ¢ €
L,(T)) if and only if

1
vj = <5 + a]-) v #1 forall ( &Zow. (1.94)
If conditions (1.94) hold,

Ind A = Z 1,

dim Ker A= Ind A, dim Coker A =0,

Proof. The proof is postponed to §5.3.
Let (cf. (1.64))

2.0(0) = p@(O)W' ()7 p(w(Q)) - (1.96)

Lemma 1.27 Z, defines an isomorphism of spaces

Zy o Lp(T,p) — Ly(T),
Lp(r,p, Tow) — Lp(FhEow)a (1.97)
LP(F7p7 7;)]6) — LP(Flaapk)

and the inverse operator reads

2,100 = p 'Ol ) @ v 1), (1.98)

The CESARO-type operators Vi, in (1.75), Vi, in (1.76) and V¢, in (1.90),
\7<]. in (1.92) are related as follows

Zthth].thZujl = ng s watjgtjxtj Z(;l = 9(]. . (199)

Proof. The proof is direct and follows from the definitions. ]
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Theorem 1.28 The DIRICHLET problem (1.6), (1.7) with
u € €p(Q_+, p) and g € Lp(]-—‘apaﬂw) (1100)

is Fredholm if and only if the conditions

vj = (}) + Oéj) vi #1 forall ¢ & Tiw - (1.101)

hold. If this is the case, the problem has solution for each right hand-side
in (1.100) and the homogeneous problem has exactly

= 1 (1.102)

solutions (i.e., the index of the corresponding operator is ). In particular,
if conditions

1
vj = 1/;-) = <5 + aj> v; <1 forall (& Tiw (1.103)

hold, the problem has a unique solution.

Moreover, if Tow = 0 the DIRICHLET problem (1.6), (1.7) with
u € wi(Q+, p) and ge Wy(T,p), vj:= (%+aj—1)7j,
u€pc™(Qt,p)  and ge PC™(T,p),

Vm::(aj_m)’)/ja m=0,1,

L J (1.104)
u € c(QF, p) and geC(T,p), v):=a;v,
u € h2+m(ma p) and g€ H2+m(rap)a
Vgr'n = (a]_:u’] _m)’)/j7 m:0717
is Fredholm if and only if the condition
vt £ (=)™ (1.105)
holds for all 7 = 1,... n. If this is the case, the problem has the following
index
IndA:= ) (-1™ (1.106)
‘ij‘>1

and either the kernel (when Ind A < 0) or the cokernel (when Ind A > 0) is
trivial. For Ind A = 0 both kernel and cokernel are trivial and the problem
has a unique solution for all right-hand sides (see (1.103)).

The same holds for the domain Q~ with the obvious replacements: Ty,
by Tiw and 7 by 1 —~;.
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Proof. The first part of the theorem (1.100)-(1.103) follows from Theorems
1.16 and 1.26.

The second half of the theorem, when 7,,, = 0, follows from equivalence
of the DIRICHLET problem and of the corresponding singular integral equa-
tion (1.39)—(1.40) in appropriate space, which can be proved as in Theorem
1.12, and from appropriate assertions on singular integral equations in §4.
n

Theorem 1.29 The operator
Bt LP(Fl) — LP(FI:Eow) (1107)

(see (1.60)) is bounded and is FREDHOLM (i.e., equation (1.60) is FRED-
HOLM if fo € Ly(T'1,Z0w) and we look for a solution ¢ € Ly(I'y)) if and
only if the conditions

1
Wi = <1 5 aj> vi #1 forall t; & Tow. (1.108)
hold. If conditions (1.107) hold,

Ind Bt =-1+ > 1,
Cjufiolw (1109)
dim Ker BT = Ind Bt, dim Coker B =11,

Proof. The proof follows word in word the proof of Theorem 1.26 (see §5.3)
with obvious modifications (including substitution of by  — 1, as seen
from (1.51) and (1.61)). The only difference which we have found worth
explaining is the appearance of “—1” and “1” in the index formulae (1.106):
the second condition in (1.60) obviously increases dim Coker B* by 1 and
diminishes Ind BT also by 1. n

Theorem 1.30 The NEUMANN problem (1.6), (1.8) for Q" has solutions
u(x) + co, where co =const is arbitrary and, u € w;(m, p) for f €
L,(T, p, Tow) if and only if conditions (1.108) hold and the solution is unique
modulo a constant if p; < 1 for t; & Tow. The index of the problem is given
by the formula
Ind BM:=1+ ) L (1.110)
pi>1

If Tow = 0 the NEUMANN problem (1.6), (1.8) QF with

u € pc' (OF, p) and g€ PC™T,p), pj:=(1—a;),

wehp (Q,p)  and ge Hy(T,p), (1.111)

pi =1 —aj+mpj)y, m=0,1
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is Fredholm if and only if the condition pu; # 1 holds for all j =1,...,n. If
this is the case, the problem has the same index (1.110).

The same holds for the domain Q= with the obvious replacements: Ty
by Tiw and ; by 1 — ;.

Proof. The first part of the theorem (1.110) follows from Theorems 1.17
and 1.29.

The second half of the theorem, when 7,,, = 0, follows from equivalence
of the NEUMANN problem to the corresponding singular integral equation
(1.43)—(1.44) in appropriate space, which can be proved as in Theorem 1.14,
and from appropriate assertions on singular integral equations in §4. [

Remark 1.31 Fredholm and solvability properties of pseudodifferential
equations (1.69), (1.70), (1.72) can easily be derived from Theorems 1.28
and 1.30 (see Theorems 1.19 and 1.20). To save the space we leave this to
readers.

2 Convolutions with elliptic symbols

2.1 Boundedness properties

C§°(R) denotes the FRECHET space of all infinitely differentiable functions
on R := (—o0,00) with compact supports supp ¢ and D'(R) — the dual
space of distributions.
The convolution operator W0 with a symbol a € L. (R) is defined as
follows
Wi :=F 'aFp, ¢eCP(R), (2.1)

where

]:cp(f):/eigzgo(a:)da: and
R

Flp(x) = (2m) " / EY(E)dE, @€ € R, (2.2)

R

are the FOURIER transforms.

M, (R) denotes, as usual (see [Dul, Hrl], the class of FOURIER L,-
multipliers, i.e., the class of all those symbols a(\) € Loo(R) for which
the operator W admits a bounded extension

W2 : L,(R) — L,(R) (2.3)
for all 1 < p < oo (see [BS1, Dul, RS1]).

In particular, if symbol a()) has: one of the following properties:
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i. bounded total variation a € V4 (R) (B.STECHKIN theorem),
i. if
a€CHR\{0}), la(t)]<My<oo, [tad(t)]<My<oo (24)
(J.MARCINKIEVICZ theorem),

iii. belongs to the Wiener algebra
a € W(R) :={a(X) =c+ Fk(A) : ke Li(R)},

then a € M, (R). Moreover, in the case (iii.) W2 is written as an integral
convolution

Wop(z) = cp(z) + / k(z — y)e(y)dy,

while in general case convolution has distributional kernel (see [Dul, Hrl,
St1] for details).
Let R and R denote one point and two point compactifications of the
real axes
R:=RU{oo}, or R:=RU{+o0}

respectively and PC (]R) denote the space of all piecewise-continuous func-
tions on R, i.e., the space of all functions a(\) on R which have finite limits
a(\ £ 0) for all A € R. The space PC(R) coincides with the closure of
all piecewise-constant functions on R with respect to the uniform norm
(in Loo(R); see [Dul]). Let PC,(R) be the same closure of all piecewise-
constant functions with respect to the multiplier norm ||a|Mp(]R)|| = ||W£|
L(L,(R))||- Then

PCy(R) = PC(R), Vi(R),W(R) C (] PC,(R).

1<p<oo

For a matrix symbol a € PC’I],V xN (]R) invertibility criteria of the operator
W2 in L,(R) space reads

/{r€1£|det a(A)| >0, (2.5)
which yields a=* € PCN*N(R) and the inverse operator is W°_, (see [Dul,
Hr1] for these and other properties of multipliers).

Moreover, we can take 1 < p < oo and involve new spaces. Namely
W has bounded extensions in the following spaces of smooth functions:
Ci"(R), C™(R), CF*(R) for all m = 0,1,... (see [Krl]). These spaces are
defined as follows.

Let X be either one point or two point compactifications of the real
axes and C™(X) denote the BANACH space of continuous functions on the
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compact HAUSDORFF set X, which have continuous derivatives up to the
order m and is endowed with the appropriate uniform norm

ol = s (Gre) )

(C™(X) is even a BANACH algebra with pointwise multiplication). Note,
that a function ¢ € C™(R) and its derivatives have equal limits at infinity
(d* Jdt*)p(o0) = (dF /dt*)p(£o0) while function ¢ € C™(IR) might have two
different limits (d* /dt*)y(+o00) for all k = 0,1,...,m.

C"(R) denotes the subspace (the sub-algebra) of C"™(R) of those func-
tions p(x) which vanish at infinity with all derivatives up to the order m:

O (R) = {p e C(B) + plo0) =+ = (e (=) =0}
Let

Wap = Wilp,  ¢eC5°(RT), (2.6)

where 7, denotes the restriction to Rt from R, while £y—the right inverse to
74+ which extends functions by 0 from RT to R. Let L,(R",p), p(z) >0,
denote the weighted LEBESGUE space endowed with the standard norm

o] Lo(R*, )| := [l | L (RF)I-

Lemma 2.1 (see [Dul, Scl]). Let a € Vi(R) and

1<p< oo, —%<a,7<1—%. (2.7)
Then
W, @ Ly(RY,2%(1 4+ 2)"*) — Ly(R",2*(1 + 2)7" ) (2.8)
1S coONtINUOUs. [
Let g € R and

Li(RY)NLy(R,(1—2)7F) for 8 <0,
L (R) :=
Li(R7) N Ly (RY, (1 + 2)%) for 8 >0,
where R™ := (—00,0]. Let further
Ws(R) = {a(/\) — ¢+ Fk(\) : ¢ = const, ke Li (R, (1 + |x|)\ﬂl)}, (2.9)

W1<6>(]R{) = {a(/\) =c+ Fk(\) : ¢ = const, k € L§6>(R)} (2.10)
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and endow them with the appropriate norms
la|Ws(®)|| := |e| + |k|Li (R, (L + [2))|| for +£8>0,
la|W @ R)|| := || + [|K| L R = |e] + Ik | L1 (RF)]|
+[|E| Ly (RE, (1 + [z])/Ph)]| for £8>0

provided a(\) = ¢ + Fk(\). Obviously, Ws(R) C W5 (R).

Let C(RT) denote the restriction of the space C(R) to the semi-axes
Rt and C(R*, (1 + z)?) denote the weighted space of functions o(z) on
the semi-axes RY for which (1 + z)%¢(z) belong to C(R*).The space is
endowed with the appropriate weighted norm [||C(R*, (1+)7)[| := [|(1+

)%p(x)|C(RY)]].
Lemma 2.2 Let a € W) (R) and 8 € R. Then the operator
W, : C(RT,(1+2)%) — CRY, (14 z)7) (2.11)

is continuous’) and

mler;o(l + 2)PW,p(z) = a(0) xl'l)rr;o(l +2)%p(z), (2.12)
IWa|CRY, (14 2)°|) < [la| W ®). (2.13)

Proof. For a(\) = ¢ we have W, = cI and the assertion is trivial. Thus,

we can take a = Fk, k€ L§B>(]R).
The integral

o0

W, = / k(z — y)p(y)dy = / k(y)e(z —y)dy

is continuous function for a continuous ¢ € C(R*, (14 z)?) and we should
check only (2.12)-(2.13).
Obviously,

IWa| C(RF, (1 +2)%)|] < K5,

o]

Ky = sup /(1”)B|k(x—y>|dy. 214

z€RT 1 +y
0

If 8 < 0, applying the inequality

l+z<(l+lz—y)(1+y), =zyeR", (2.15)

7)See similar assertions in [GF1, Prl, PS1].
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we proceed as follows

f(1+a\? F(1+y\ 7"
< _ _
Ky < sup [/(Hy) e =+ [ ($52) ke = w)ldy
0

T

>0
0 x

< sup [ / Ik(z — y)\dy + / (1+ |x—y|>—ﬁ|k(x—y>|dy]

0

S/Ik(t)ldt+ /(1+Itl)_5|k(t)ldt=||a|W<B>(1R<)II-

— 00

Now let f > 0. Similarly to the foregoing case we find (see (2.14) and
(2.15))

Ka < sup [/ ((11:;)6|k<x—y>|dy+7((fj;)ﬂ|k<x—y>|dy]

T

Sili[[)) 0/(14-|:z:—yl)ﬁll’f(ﬂr—y)ldy+ggfll’c(x—y)ldy}

T

< sup / (L+ 8 k()] + / |k(t>|dt] = Jla|Wa (@]

>0
LO

To prove (2.12) (for arbitrary § € R) we represent
() = (1+2)p(z) = ps(00) + g(2), wj(c0) =0
and suppose that both cp%(w) and k(t) have compact supports
supp % C [0,¢1],  suppk C [—es, o]

Since such functions are dense in appropriate spaces, this does not restricts
generality. Then

o0 r B
lim (1 + 2)°W,p(z) = lim <i> k(x —y)es(y)dy

— lim (1 * ”“")B k(z — y)¢5(y)dy

T—00
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since

k(@ —y)ehy) =0 if z>ec+e,

T (1ra\’ Fr1re \°
. x . x
Ilgrolo (1 " y> k(z —y)dy = zlgr;o <m> k(t)dt
0 —C2
Cc2 [oe]

_ / k(t)dt = / k(t)dt = a(0) .

—C1 — 00
This accomplishes the proof. (]

2.2 Fredholm properties

Lemma 2.3 Let f € R. Then W3(R) C Wy(R) = W(R) C C(R) is an in-

verse closed BANACH algebra in C(R), which reads: the element a € W3(R)

is invertible if and only if it is invertible in C(R), i.e., iff in£|a(/\)| > 0,
€

and then a= € Wsz(R).
Proof. The proof see in [GRS1, §18]. L]

Let for a matrix-function a = [aji]|nxn With entries aj; € A use the
same notation a € 2.

Lemma 2.4 Let § € R and a matriz-function a € Wa(R) be elliptic

iréfR|det a(A)| > 0. (2.16)

Then a(\) has the following factorization

() = a_()) diag {(i;i)x (i;i)xlv} (N (217)

where the matriz-functions a™ € W5(R) and af € W3(R) have uniformly
bounded analytic extensions a*(\ — io) and af(x\ + i0) in the lower and
upper o > 0 complex half-planes, respectively. The integers s, ..., %N are
known as the partial indices of the factorization (2.17).

Proof. For the algebra W(R) = Wy(R) the proof is well-known (see, e.g.,
[GF1]) and we follow the same scheme: if all rational functions are dense in
W5(R) (a rationally dense algebra) and the HILBERT transform

17 py)d
Sep() = = | %z—wggnmm, reR  (218)

— 00
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(see [Dul, Lemma 1.35]) is bounded there (a decomposable algebra), then
according to the general theorem proved in [BG1] (see also [CG1, GF1]) all
invertible elements of W3(R) would possess factorization (2.17). Invertibil-
ity of a € Wz(R) under condition (2.16) is provided by Lemma 2.3.

Rational density of W;3(R) follows since the LAGUERRE polynomials are
dense in L; (R, (1 + |z])!81) (see, e.g., [GF1, §8]).

Ws(R) is a decomposable because FSpF 11p(A) = —sign Ap()) (see
(2.18)) is a bounded operator in L§ﬂ>(]R) and Wz(R) = const +F L (R, (1+
2)/31)) (see (2.8)). .

Let us consider a = ¢ + Fk € W3(R) and the corresponding equation

o0

Wop@) = o)+ [ ho—ppl)dy = @), seR  (219)

—00

(cf. (2.5)).

Theorem 2.5 Equation (2.19) in the space C(RT,(1 + )%), 8 € R is
FREDHOLM if and only if the symbol a()\) is elliptic (see (2.16)). If this
is the case, then

Ind W, = —ind a.

If, in addition, (2.19) is a scalar equation N = 1, then:

i. equation (2.19) is uniquely solvable for all f € C(R*, (1+x)?) provided
ind a = 0;

ii. if = ind a <0 equation (2.19) has a solution ¢ € C(R*, (1 + z)P)
for all f € C(RY,(1+z)?) and the homogeneous equation f =0 has
exactly —s linearly independent solutions;

iii. if 5= ind a > 0 equation (2.19) has a_solution ¢ € C(RT, (1 + z)?)
only for those right-hand sides f € C(R*, (1 + x)%) for which

/f(y)gj(y)dyzo, J=1be,
0

where g1, ..., g, are all solutions to the dual homogeneous equation
cg(x) + / k(y — 2)g(y)dy =0 (2.20)
— 00

in the dual space C(RT, (1 + ) P).

If the solution exists it is unique.
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Proof. The proof is standard and based on Lemmata 2.3, 2.4 (see [Dul,
GF1, GK1, Krl] for similar proofs, except the last claim).

Concerning the last claim-we replaced the adjoint space C* (R, (14z)5)
by the dual one C(R*, (1 + 2)~7); this is possible since the equation (2.20)
has the same solutions in these two spaces (see [Du5] for a similar assertion).

The last claim follows also from Lemma 1.21. which states that equation
has the same solutions in two spaces B; C B, provided the embedding is
dense and the equation has a common regularizer in B; and inBs. n

Now let a € V1 (R); then W, can be written as integral convolution (2.19)
only conventionally-the kernel k(t) is a distribution. If a(\) possesses a
single jump, operator W, is not bounded in C(R*, (1 + z)”) because the
HILBERT transform (2.18) is not bounded in these space.

Thus, we should consider equation (2.19) with a € PCp(R)in the LE-
BESGUE space L,(R",z%(1 + 2)7~%) with weight under conditions (2.7).
With equation (2.19) we associate the symbol

1+cmmwﬁﬂQ)+ﬂa
2

aw()‘a f) = ()‘ - 0)

N 1 — cothw[iB(N) + €] .

5 A+0), AeR, ¢eR, (221)

where (note, that a € PC,(R) has limits a(A+0), A € R including infinity
a(oo £ 0) := a(F0)). w := (p,a,v) reminds the space and

%, if A#0,00,
B(A) = %—l—a, if A=0,

Lin if A=o.

Theorem 2.6 Let a € PC,(R); the weight p(t) be defined by (1.2) and
satisfy appropriate (namely the first) condition in (1.4).

Equation (2.32) is FREDHOLM in the space L,(R",z*(1+z)7 %) if and
only if the symbol a,,(\,§) is elliptic

inf |det a, (A &) >0.
AeR, ¢eR

If this is the case, then

o0

Ind W, = —% Z {larg a(N)]aepr; ay i) + [ar8aw (N, E)leer} ,  (2.22)

j=1

where {\;}32, C R denotes the set of all points where a € Vi (R) has jumps
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a(\j — 0) # a(\j +0) and® |argg(t)iez denotes the increment of any
continuous branch of arg g(t) as t ranges through T in the positive direction.
If, in addition, (2.19) is a scalar equation N = 1, then:

i. equation (2.19) is unuquelly solvable for all f € L,(RT,z*(1+xz)7"%)
provided Ind W, = 0;

ii. if 2 = Ind W, > 0 (2.19) has a solution ¢ € L,(RT,z%(1 + x)7~%)
for all f € L,(RT,2%(1+x)? %) and the homogeneous equation f =0
has exactly > linearly independent solutions;

iii. if 3¢ = ind W, < 0 (2.19) has a solution ¢ € Ly(R",z%(1 + z)7~%)
only for those right-hand sides f € L,(R",z*(1 + )"~ ) for which

/ﬂ@w@ﬂyzm TS T
0

where g1, ...,9—,. are all solutions of the dual homogeneous equation
co@) + [ My~ a)g(u)dy =0 (2.23)

in the dual space Ly (RT,z=%(1 4 z)~7T) with p’ := Ll
p—

If solution ezists it is unique.

Proof. For the proof we quote [Dul] (the case a = v = 0) and [Scl] (the
case « #0, [ #0). L]

2.3 Some proofs

Proof of Lemma 1.1. Let, for definiteness, consider the domain QT. Since
d € X(QF) we have

1 o (1)d
(I>(Z)200+—. M, Z€Q+,
27 T—2z

T

where & € X(I) is the trace of ®y(2) := ®(2) — o on T from QF. On the

other hand . p
@(Z):C()'F—./M, Z€Q+,
21 T—2z

r

&) The set {); }$2, is at most countable and the sum in (2.22) is convergent (see, e.g.,
[Dul]).
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for some ¢ € X(I') (see (1.3)) and we get

/74)3(7-)_@(7-)&'50 2e 0T,

T—Z
r

The obtained equality means
o5 (1) —p(t) =¥~ (t), teT, (2.24)

where ¥ € X (Q~); therefore,

U(z) = —Crp(z) := —

z€Q,

3
S|

=~
S—
2|5
12
=W
® 13

and ¥(2) — 0 as |z| = oo, since Cr®¢ (2) = 0 for z € Q. In fact, PF & =
@ yields P ®; = 0 (we remind that P, + P7 = I; see (1.50)). On the
other hand, due to the PLEMELJI formula for Cre in (1.25) (Cr®g)~ =
Pr®¢ = 0 and the analytic function Cr®J(z), z € Q™ vanishing on the
boundary vanishes everywhere in 7.

(2.24) can be written as follows

Re (—i®7)(t) = Im ¥t (¢t) = Im ®F(t), teT
if p(t) = Re ¢(t) = Re ®F (t) — Re ¥~ (¢) is pure real and
Re ¥ (t) = Re ®§ (t), teT,

if p(t) = ilm @(t) = iIm & (t) — iIm ¥~ (¢) is pure imaginary. Since
&7 (t) is known, solvability of the obtained RIEMANN—HILBERT problems is
equivalent to the claimed representations. [

Proof of Lemma 1.2. If (0.2) holds and Q% has no outward peak (7., =
1
0), ut € W3 (') due to theorem on traces (see, e.g., [Tr1])). Although

_1
dpu € WY o (4F), we can not claim (97u)* € W, *(I') because the trace
does not exists. But u is harmonic Au(z) = 0 in QF and from the GREEN
formula (1.13) we get

fosuemiar ==Y [ouButidy.  (22)
T

jzlgi

Taking arbitrary v € W3 .., (2F), which implies v* € Wé (T') due to theo-
rem on traces, by duality of spaces from (2.25) follows (9yu)* € W;é (D).
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Since u(z) is a harmonic function, due to representation formula (1.15)

u(z) = Re u(z) = x—(2)u(o0) £ Wru™(2) F Vi (9pu) ™ (z)

= x_(2)u(o0) + Wrut(2) F Re (0. Vr)vH(2) (2.26)
= x_(2)u(o0) + Re (Crux)(2), wus(t) :=+u™(t) +iRe v (t),
vE(t) = (a,—,*(.,—)u)i(T)dT, zeQF, tel.

1
From (2.26) we get the inclusion into the SMIRNOV class u € w2 (2F) with
1 1
the complex valued density us € W.? (T') because u™, vt € W.7 (T).

R —

Vice versa, u € w$ (QF), also for QF with peaks, implies the represen-
tation

u(z) = u(o0) + Re Cry(z), z€QF, pE Wé ().

Then u(z) is harmonic in Q% and u(z) = u(c0) + O((1 + |2]) ™) as |z| — o0
and, due to Theorem 1.8, u € W (QF). "

Proof of Theorem 1.5. The first and the second claims for s = m = 0
follows from representations (1.17), (1.18) and boundedness of the singular
integral operator Sr (see (1.5)) in L,(T, p) (see, e.g., [GK1, Kh1, Prl]) and
in H)(T, p) (see [Du6, Du7] and also [Du3, Du5]).

The operators

1
Wéfg@(t) =17 (SF + thSrhka) o(t)

(2.27)

a1 dr  hR() dF
_4_m'F #(7) lr—t_hk(r)?—fl

are bounded in L, (T, p) and in H)(T, p) by the same reason.
For a closed contour 8;St¢ = Sprd;p and we get

1 dt
Bth,ogo = 1 (6,551“ + Vﬁ@pﬂﬂ/) p
1
= 1 (S0 +Vh*Srh™>V) Oy = Wi rp (2.28)

(cf. (1.17)-(1.21), (1.26)); therefore Wt is bounded in W (T, p) and in
HY, ,(T,p). By interpolation (see [Trl]) we get boundedness of Wr o in
Wy(T,p) for 0 < s < 1.

Since the operator W o 1s adjoint to W o, it is automatically bounded
in adjoint space W (T', p) (see, e.g., [Tr1]) to W, *(T, p) for —1 < s < 0 and
p=p/p=-1).
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Let us prove the last claim.
V1 has a weak singular kernel and, therefore,

IVeo|Ly (T, p)| < Chll| Lp(T, )15
on the other hand, due to (1.19),
10:Vro| Lp(T, p)|| = [|(St + VSeV)p|Ly(T, p)l| < Call| Ly (T, )] -
and we get the final estimate
Ve[ Wy (T, p) || = [IVeg| Ly (T, o)l + [10:Ve | Ly (T, o).

Similarly for the HOLDER spaces H}(T, p) — HY, (T, p). "

Proof of Theorem 1.6. It suffices to show that ngkg are bounded in

PC(T,p) for even k =0,2,... and WF“B = Wr is bounded in C(T,p). In
fact, h*I are bounded in PC(T,p) and boundedness of Wt in PC(T, p)

follows since B
Wit = —hWi DRI

(cf. (1.18), (2.27)). By virtue of (1.22) we get
||WF,0¢|P01(F7P)|| = ||WF,0¢|C(F7P)|| + ||atWF,090|PC(FaP)” )

=|[Wr00|C(T, p)l| + W 8e0| PO(T, )| -

which means boundedness of Wr g in PCL(T, p).
Integral operator K with a weak singular kernel

|k, 7) <Clt—7]""', 0<v<1l, tT€TL, (2.29)

is bounded (moreover, is compact) in spaces C(T', p) and in PC(T, p).

In fact, this is easy to ascertain for p(t) = 1. For p(t) # 1 we have to
prove that K := pKp~'I — K is compact in C(T') and in PC(T).

The kernel ki (¢, 7) of K; has the following estimate

s 8,7} = 9(0) = p(r) 2L

S Cgp(t7T) |t _ T|u—1 :
p(7)

here g,(t,7) = |t — 7|% when both ¢ and 7 are close to the knot t;, j =
1,...,nand g,(t,7) = |t — 7| otherwise. Thus, & (¢, 7) is weak singular and
compactness (in C'(T") and in PC(T")) follows.

Let T' be another LJAPUNOV contour and w : I' — I' be a diffeomor-
phism with analytic continuation in some neighbourhood of cuspidal wedge
U; C QF (outward peak of QF) of cusps ¢; with v; = 0. Then the operator

K, :=w;'Srw, — Sr, w.p(t) =pw(t), teT, (2.30)
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where w™! : ' — I" is the inverse diffeomorphism, has a weak singular
kernel (2.29) (see [DLS1, §3.5] and [Kh1, GK1]).

Due to representations (1.17)—(1.19), (2.27) and to boundedness of op-
erator K, in C(T, p) and in PC(T, p) (see (2.29) and further) the contour T’
can be replaced by another one T for which we can find a diffeomorphism
w: ' —» IV with local analytic continuation in the vicinity of cusps.

Due to this we can suppose I'; has rectilinear parts I“j+ and Iy in
some neighbourhoods of the endpoints ¢; and ¢;41 except cusps; for a cusp
v; = 0,2 the right neighbourhood I‘j‘ C T is rectilinear in the vicinity
of t;, while the left neighbourhood I'; C I';_; is not (we remind, that
{t;} =T;_1 JT; see Fig. 2). Let

rf=r;Jrf, =y, To=Tr\TI° (2.31)

j=1

Let vg € CY(T') be a cut-off function with supp vo C I'° and wvo(t) = 1

in some neighbourhoods of all knots ¢1,...,t,. Then
W = (1= vo) W) + oW + 0o (2.32)
[y is free of knots ¢1,...,t, and operators (1 — vO)ngfcg, vOWIEI;?O have

weak singular kernels. In fact, kernels of these operators read
ka(t, 7) =[1 = vo(t)]ko(t, 7),

k3 (ta T) ="o (t)XO (t)kO (ta T) ) ta Tel )

where xo(t) is the characteristic function of T'y and

ko(t,’l’) =

1 [ 1 hRE) 1 dF]

%)
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ko(t,7) = ki(t,7) = 0if t,7 & To; therefore we can suppose t,7 € T’y
because otherwise ko (t, 7) and k2 (¢, 7) are bounded. Ty consists of n disjoint
smooth arcs and ko (t, 7) is the kernel of ngko) = Sr—Vh*Sph=*V; therefore
we can apply a diffeomorphism w : I'y — 'y C R which transforms 'y to

the finite union of intervals on the real axes. Since w, 1W1£I;?Ow* differs from

ngf)o by a compact operator with weak singular kernel, we can consider
ng?)o But the first summand in representation (2.33) of the kernel of

operator ngfc)o vanishes

1 1 dr
-— =0, t r R
T—t T—tdr ’ TEIRCK,

while the second summand is weak singular, because the function h*(w=1(t))
is C'*¥-continuous.
Thus, we have to consider only operator UOWIEIS)O in (2.32). This can be

simplified further and we need to treat only operators w k)

r0.0° because the

difference

n
To = vo nglg)o ZW1£I§)0
j=1

is compact (has a bounded kernel).
Let 0 < 7; < 2. Without loss of generality we can suppose that

=T; Jrf, rf=01], 1, ={e"z:0<z<1}.
Consider the transformation

e—éjx e~ %
Z’Yj,(;j(p(a:) = |: eféjzis;(oe(ﬂ"yjf)z) Y T 6 ]R+7 (234)

and its inverse
2., { " ] (1) = X2 ()t vy (~log 1)

+x2 (t)e””fafit_af Po(my; —logt), te F?,

where x‘i and x2 are the characteristic functions of I‘j‘ and I';", respectively.

Z,;5; arranges the isomorphism of the space PC(I'%,1%) = PC(T'Y, p)
with the vector-space [C(R1)]?> = C(Rt) x C(R™) (see § 1.1). The trans-
formed operator acquires the form

(k) _ 0 W j,— 55,k
5s W- — 3%
%, r?%,0 w ,6] W _ 0 ’

RERLFRL
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where
[ee]
_ + B
W o) = [ 5 4= oy,
0
+ — +
a7j76j7k(A) -_ft%A |:k"7j,§j,k(t)j| ) A7Z’ € Ra
BE () = ek =0itsiny; 4+ e~ (5Dt gin 7y,
vindik 2n(1 — 2e~tcosmy; + e 2t)
e 0t 1 eTmviki
- 47 |:1 _ e~ myi—t o 1 — em™vji—t
Obviously,

Ky s,u € Li(R) iff 0<4; <1 (2.35)

Vi
and, due to Lemma 2.2, the transformed operator Z%(;].W(k) z7l s

r9,077;,0;
bounded in [C(R*)]? because 0 < 7; < 2, 0<d; < 1.
Now let v; = 0,2. We can suppose without loss of generality that ¢, =0

and

I‘;L:j:(O,I]C]R*,

I} = {2(x) = +igj(x) : 0<z <1},

9; € CT(T),  9;(0) = g;(0) =0, g;(z) >0,

h(zj(z)) =1+1igj(z), h(z)=1, xz€J (see(2.21)).

The transformation

() = () zi(x) =z +1igi(x x
Boa) = | O | @ =erig), sed (230

arranges the isomorphism
B . PO(TY,|t|%) — [O(T, [t)]°
and _
s =y o [+ [ T

where

Tip = N_jg,[(L—igh)™* =1],  Tio=[1—ig})F —1N_4,,
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To=—K.;—(1—ig))*K.,(1 —ig;) "I+ (1 —ig})*Ss(1 —ig}) ISy,

Viyj Nigj - N—iyj ) ‘7@]‘ = ]\Nfigj(l + ig;.)I - N—iyj(l - ig})[,
[ e [ el
1 y)dy 5 1 y)dy
N:I:zg]_-/ d . ) N:I:zg] i d
m ) y—xtigj(x) m ) y—xxigi(y)
0

and K, is defined in (2.30) (z;(x) see in (2.36)). Operators T2, T2, 152
all have weak singular kernels and there is left to prove boundedness of
operators Vi, and Vi, only.

It is easy to ascertain that

1
2
v(x) = Vig, 1(z) = g] /
0

+g] z)

_ 1 Erigi@]l -z +ig;(z)]
mi o [z —igi(z)][1 -z —ig;(w)]

)

~ ~ 11-2+41ig;i(x
o) 1= Vi o) = s i)

) T e ja
and v,v € C(J). Functions
Vig; (@) = Vig; [p(y) — ¢(2)] + p(x)v(z),

Vig; () = Vig; [p(y) — o(2)] + ¢ (2)v(2)

are continuous provided ¢ € C*(J). On the other hand we get

1
29
Vig; - /
| 9; ( / +g] )

ol L
- O/{y—wng(w) o ig@) Y

_lelew, -

1
2/ —wgg - 9;(y)
Vigip(x)| = = y)dy
! ™| +gJ(y) #w)
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2 1 - 9 Wg3(@) - 2(y)]
< Zllele) { / +gj Wy — 7 + g @] "
/ —:vgJ gj(y)
i [ dy\}
< el N[+ llgs | C@Pllgslo(T
Hg | [0l + Nl e %/ s

= Cy, | C(Dv ()],
Cy; = [(1 + llg|C(D)ID?llg5|C(T
+Hlg; [CIIUg5|CDN + llgz|C(DID] -
Obtained inequalities prove that V;,. and IN/ig]. can be extended as continuous
operators from C'(7) — C(J) to C(J) — C(J). "
3 Equations with non-elliptic symbols

3.1 Convolutions on R"

Let a, v and p be as in (2.7) and the symbol a € PC,(R) be non-elliptic
(vanishing at 0):

a(\) = a7\, o) ePCO,(R), 1nf|deta YN >0. (3.1)

Then equation (2.19) is not FREDHOLM in L,(Rt,z*(1 + z)7~ %) due
to Theorem 2.6. Namely the image of the operator Im W, is not closed in
L,(RT,z%(1 4 z)7~) (see [Du4, §4]).

In the present section, similarly to [Prl, § 5.2], we define the spaces
— —

L, (R, z%(1+2)" %) and L, (R",z%(1 + )7 %) such that the operators

Wa @ LR, 2%(1+2)%) — L, (R, 2%(1+2)7%),  (3.2)

.
Wa : Ly (RY,2%(1+2)7"%) — Ly(R", 2%(1 + 7)) (3.3)

would be FREDHOLM.
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Let

T

Ungp(a) := / oWy, V() = <c>/ o)dy,  (3.4)

o0

where (c)/ denotes the CESARO mean value

T
o0

t T t
o 1 - t—y
(c)/sz)(y)dy = tlggot_x/dr/w(y)dy—tgrgo/t_xw(y)dy (3.5)

T

which coincides with the usual LEBESGUE (or the RIEMANN) integral if the
latter exists. The operator Vo, in (3.5) is equivalent to the CESARO-type

operators Ve, in (1.90) and V;; in (1.75) modulo isomorphism of spaces (see
Lemmata 1.27 and 3.8).
Let

Lp (R, 2%(1+2)7%) = {¢ : ¢, Vooyp € Lp(R*,2%(1 + 7))} | (3.6)

-
Ly (RY,2%(14+2)7"%) = {¢Y+Uop : ¢, € L,(RT ,2*(1 + )" %)} .
On defining the norms
7 + o Y—a I + o Y—a
o] Lp (RT,2%(1 +2)""%)|| = [lo|Lp(RT, 2% (1 + 2)" 79|
HVaop|Lp(RY 2% (1 + 2) )],
h= + .« —a + . —Qa
llo +Uotp| L (RT,2%(1+2)"" )| := |lp|Lp (R, 2% (1 + )~
|| Lp(RY 2% (1 4+ 2)7 )|
— —
we make L, (RT,z%(1+ z)?~%) and L, (R",z%(1 + z)7~?) into BANACH
spaces.

The embedding

—
Cg°(RT) CLp (R, 2 (1+2)7"%) C Ly(RT, 2*(1+2)7")

CcL, RN, 21 +2)7"%)  (3.7)

are dense and follow from definitions.

Let N
G =W, , g+ 1= 1 (3.8)
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Then
G_ ) = p(x) - / e Voy)dy, Grp(r) = plx) — / e py)dy (3.9)
x 0

and we can give equivalent description of spaces (3.6) in form of the following
lemma (see [Prl, §5.2] for a similar assertion).

Lemma 3.1 The following definitions of spaces are equivalent:
Ly (R, 291 +2)7°) = {G_p : ¢ € Ly(R*,2%(1 +2)7~*)}
= Imp, +eo(14a)r-)9—
+—
Ly RY,z%(1+2) ) :={p : Gro € Ly(R",z*(1+ )" %)}

= Im LP(R+,IQ(1+1)~,7a)g:_1 .
Proof. It suffices to prove that

9] Tp (R, (1+2)7 )0 = |G- 0| Ly(RT, 2% (1 +2)" )|, (3.10)

p + y—a\ (|0 . + .« Yo
lo| Ly (RY, 2 (1 +2)"" )% := |G| Lp(RT, 2% (1 + 2)77%)]|| (3.11)
define equivalent norms. To check this let us prove that the operators
Wb =G =9+ Vuth, W =0"d=9+ly (3.12)
represent inverses to G_ and to G, respectively. Let us check G_(I +
Voo ) = , because all other cases are similar.

Due to the density of embedding (3.7) we have to check the claimed
equality only for p € C§°(R"). Then

Vootp(z) = /w(y)dy

and integrating by parts we find

G (I + Vao)ple) = () + / p(s)ds —e / e Vo(y)dy
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By the definition of ¢ Ezp (R, 2%(1+2)" ) weget G Lo = p+Vop €
L,(R",z%(1 4 z)7~?); therefore the mappings

.
G- @ LR ,a"(L+2)"") —L, (R",z*(1+2)""),
G Ly (RY,2%(142)777) — Ly(RY,a®(1+2)"°)

are one-to-one and continuous. Equivalence of the norm in Zp (RT, z%(1 +
x)7~%) and of the norm in (3.10) follows from the BANACH theorem.
As we already know

G+ (o +Uop) = G:G7 10 = ¢;
on the other hand ¢ € L,(R",z*(1 +2)?~*) implies Gy € L(RT,z*(1 +

xz)77%) (see (3.8), (3.9)) and therefore G Uy = Gi(p + Uop) — G =
©—Grp € Ly(RY,2%(1 4+ 2)7~*). Thus, the mappings

7 (Rt - + -
Gy Lp (RT,2%(1+2)" ") — Ly(RT, 2%(1 +2)" %),
1 —
Gl s Ly(RY,2%(1+2)7%) — Ly (RT,2%(1 +2)77°)
are one-to-one and continuous. Equivalence of the norms in (3.11) and of

this in Ep (R*, z%(1 + x)7~2) follows from the BANACH theorem. ]

— —
Corollary 3.2 The spaces L, (RT,z%(1 + z)"~%) and L, (RT,z7%(1 +

x)77T), where p' = I%’ are dual.

Proof. The operators

Wy =G (2] ) =T, (B (ea) ™),
Wy, = Gi @ Ly (RY,2(1+2)77%) — Ly(RF,2%(1 +2)77°)

define isomorphisms (see Lemma 3.1) and they are dual (conjugate) Wy =
Wy... The claimed result follows since the spaces L,(R*,z%(1+x)Y~*) and
Ly (Rt z=2(1+ ) 7"*) are dual as well. "

Lemma 3.3 The embedding
Ly(RF,2%(1+2)'+179) C L, (B",2%(1 +2)7"%) C Ly(R,a®(1 +2)~°)
CLy (RY,2%(1 +2)7"%) C L(R*,2%(1 + z)~1+77%) (3.14)

are continuous and dense.
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Proof (see [Prl, Ch. 5, Theorem 2.3]). We have to prove only the first and
the last embedding (see (3.7)).

Density of embedding follow from the density of C§°(R") in all these
spaces.

First we check the embedding in (3.14). Obviously,

Ly(RY,2(1+2)'777) = L,((0,1],2) + Ly([1,00), (1 +2)'*7),

Ly (R, 2°(1+2)77) = L,([0,1],2") + Ly((1,0), (1 +2)")
and it suffices to prove the embedding
Ly([1,50), (1+2)"*7) CL, ([1,00), (1 +)7). (3.15)
If we prove the inequality
Vooo| Lp([1, 00), (1 +2) )|l < ello|Lp([L, 00), (L +2)' 7)), (3.16)
due to the norm definition in Zp ([1,00), (1 + x)7) (see (3.6)) there will

follow the embedding (3.15).
Invoking the HOLDER inequality we proceed as follows

Vootp()| = ?w(y)dy < (701/ (lﬂpdy) (/|y“r7 )| dy)

T T

1 Lin
< mllﬂ%([l,w),(l +a)

since —p'(1 +v) < —1 (see (2.7)). Thus, Vyp(z) exists as an ordinary
LEBESGUE integral for arbitrary ¢ € Ly([1,00), (1 4+ z)'7).
For the function

f(s,t) :==t]p(st)], s,t € [1,00),

we have

f(s,t)ds = [ |o(y)dy| > Vooip(z)],
J o= T

{/[tvf(s’t)]pdt} =tr {/|y1+”<p(y)|p} dy .

The latter equalities, inserted in the following well-known inequality

1 1
ool'oo -|p P oo 00 P

/L/ﬂf(s,t)dsj dt g/ /[t”f(s,t)]”dt s

1 1 1 1
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(see [HLP1, Theorem 202]) yield

Voot | Lp([1,00), (1 +2)M)]| < 27/5*%*”*1 /|y1+”s0(y)|p dy o di
1 1
vy

2
< L,([1,00), (14 z)*
< 1+7||<P| p([1,00), ( )OI

p

since —2 — < 0 (see (2.7)).

Thus, (3.16) is proved and implies continuity of the first embedding in
(3.14).

The second embedding in (3.14) follows by density. In fact, as we already
proved the embedding

Ly (R, 5 (1+2)'7+%) CLy (RY, 2" (1+2) 777

is continuous and dense. The spaces are reflexive and the embedding of the
dual spaces

Ly (RY,2°(1+2)7%) C Ly(R*,2%(1+ ) 477%)

are continuous and dense as well. n

Corollary 3.4 Let a € C(R"); then
al € L (Zp (R*,2(1 + x)%a)) . alel (Ep (R*, 2%(1 + a;)H')) ,
provided
la(z) —a(o0)] < M(1+2))"", zeR" M<oo.
Proof. It suffices to represent

ap = [a — a(00)]p + a(oo)p

and apply Lemma 3.3 to the first summand, because the second summand,
multiplication by a constant, is obviously continuous operator. [

Theorem 3.5 Let a(\) be given by (3.1) and (1.4) hold. Then operators
(3.2) and (3.3) are continuous.

Operators (3.2) and (3.3) are FREDHOLM or are invertible if and only if
the corresponding operators

W @ Ly(RY, 2%(1+2)7 %) — Ly(RT,2°(1+2)7"%),  (3.17)
W @ Ly(RY,2%(1+2)7 %) — L,(RT,2%(1 + )7 %),  (3.18)

A

a () a(\)
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are FREDHOLM or are invertible, respectively.
The pairs of operators (3.2) and (3.17), (3.3) and (3.18) have the kernels
and cokernels of equal dimension and equal indices.

Proof (see [Prl, §5.2.3] for a similar proof). Let b,d € Vi(R) and either
b(\) has a bounded analytic continuation b(\ — i) in the lower half-plane
o > 0 or d()\) has a bounded analytic continuation d(A + io) in the upper
half-plane o > 0; then

Wiha = WeWy (3.19)
(see[Dul, GF1]). Since
A A
= () = (+)
a(V) = 150N =350 ()
(see (3.1), (3.17) and (3.18)), we get
Wo=G-W,- =G: W, (3.20)

(see (3.8) and (3.19)).
All claimed assertions follow from (3.20) since the operators

7 !
G- L,R",2°(14+2)"%) —L, (R",(1+2)"%),
h -+ [e% —« -+ —al
Gr = Lp (R, 2%(1+2)" ") — L(RT, (L +2)"")
establish isomorphism (see Lemma (3.1)). L]

Remark 3.6 Defining the spaces

O (&, (1+2)%) = {p + 9, Vapp € CRF, (14 2)9)}

E(Rﬂ(l-{—w)ﬁ) = {¢+Z/{0<p D, EC(R+,(1+1)B)} ,

for B € R and taking in (3.1) a,a”) € Ws(R), full analogies of Lemma 3.1
and of Theorem 3.5 can be proved for the convolution operators

W, : C(R",(1+2)%) —C (R, (1 +2)%),
W, : C (RY,(1+2)%) — C(RT, (1+2)%).

As for the analogies of Lemma 3.3 and Corollary 3.4 we easily find that
continuity

[9— g(o)]I = C(RY,(1+2)%) —C (R, (1+2)),
[g9— g(co)]I : C (RF,(1+2)7) — C(RF, (1 +2)%),

gle£(C @, (1+2)), gleL(C &, (1+2)%)
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follows if

geCR), lg@@) —g(0) < M1+2)"%, seR", M <.

3.2 Convolutions on R

Let a € PCp(R) be non-elliptic, namely, as in (3.1). Then operator W) is
not FREDHOLM in L,(R) and, moreover, has non-closed image Im W2 (see
Dud, §4]).

Let us consider the operators

o0

Vooip(z) := (0)/s0(y) dy = lim - _w/df/ Z—tl';rgo/ti—zw(y) y

T

t

V_ootp(t) :i= (c)/go(y)dy, Fop = /(p(’l‘)d’l’, teR, (3.21)

— 00 — 00

where the integrals with prefix (¢) are understood in the Cesaro mean value
sense and they convert into an usual Lebesgue (or a Riemann) integral if
the latter exist. We define the space

Ly (B) =={p € L(B) : Voo € L,(R)}
={p € Lp(R) : Vios € Ly(R), Fop =0} (3.22)
and endow it with the norm
le| Lo ®)| == llg | Lp®)]| + Voot | Ly
To justify the second definition in (3.22) let us prove that the conditions
V_oop € Lpy(R), Fop =0

follow from the principal condition Vs € Lp(R). In fact, the inclusion
V_oop € L,(R) follows from the principal condition and from Fye = 0,
since

Vooop(t) = Fop = Voo p(t) = —Voop(t) -
Thus, we have to prove only Fyp = 0. Since

Fop =, lim Vooo(t),
Vootp € Lp(R) is absolutely continuous with derivative (Voop) = ¢ € Ly(R),
we get the result.

The embedding

{p € C(R) : Fop =0} CL, (R)
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is dense.
Let us prove that the convolution operator
- A

G_ =W, : Ly(R) —L, (R), g-(\):= e (3.23)

with vanishing symbol is bounded and, moreover, defines an isomorphism
with the inverse operator written as follows

(WO ) =W, =T +Vao : Ly (R) — Ly(R) (3.24)

(cf. Lemma 3.1). In fact, by definition (3.21) operator (3.24) is bounded
and, due to obvious equality W)Wy = W, (see (2.1)) W, -1 is the inverse

from the right to W _:

Wy W =W> . =1I.
9-9

g_

Let us prove that operator (3.23) is bounded. According to the definition
(3.22) it suffices to prove that

VOOW!?J,O € L,(R) provided ¢ € Ly(R).
Since

Wiﬂﬁzﬂﬂ—/é”ﬂﬂM,

we proceed as follows

VoW, 9(t) = Vooip(t) — (0)/d7/67_ys0(y)dy

o0 y [e]

:mwm—@/ﬂw@/awwzmww—@ (1— &) p(y)dy

t t

=@/aﬂww@=¢m—wiﬂw (3.25)

and get the inclusion Voo W) ¢ € L,(R) because o, W) ¢ € L,(R). More-
over, (3.25) can also be written as follows

(I+ VOO)W!%(,D =,

which means, due to (3.24), W;_lW;l = I and W) is invertible from the
left. )
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Similarly to (3.14) is proved that the embeddings

{p € LR 1 +a]) : Fop =0} CL, (R) C Ly(R, (1 + ) 1)

are continuous and dense.

If g € Lo (R) has the estimate
l9(z) = g(o0)l < M(L+12]))™", z€R, M<oco, (3.26)
the following multiplication operators are bounded
— — —
[9—g(c0)] : Ly(R) — Ly (R), gl : Ly (R) — Ly (R). (3.27)

Theorem 3.7 Let a(\) be as in (3.1). Operator W2 : L,(R) —>zp (R)
is FREDHOLM if and only if WO _, is FREDHOLM in the space Ly(R), which
reads

i (=)
}1\161£{|a (N)] >0 (3.28)

(see (2.5)). If (3.28) holds, (al7))~! € PC';)VXN(]R) and the inverse is
—
(W)™ = Wiy (I + Vo) = Ly (R) — Ly(R) . (3.29)

Proof. Due to (3.24), (3.24) the proof can immediately be reduced to the
investigation of the operator W0°_, in the space L,(R). In this case the
FREDHOLM criteria is known (see (2.5)). L]

3.3 Cesaro-type operators

We remind that 'y := {( € C : |{| = 1} is the unit circumference,
=:={G,...,6} C I'y is the conformal image of all knots of I" and =,
is the subset of = (conformal image of all outward peaks of T'; see (1.74)—
(1.92)); T, =T, Ul"fgj is a fixed neighbourhood of {; (see (1.74)—(1.92)).
We use L,(T'1,{(;}) for the space L,(I'1,Z,y) when =4, = {(;} consists of
a single knot.

For a BANACH space X by X" we denote the spaces of vector—elements
U = (¢n,...,1,) with components ¢; € X. Let

L2(R,{o0}) i= {® = (¢1,¢2) € LI(®) : V@ € L,(RY)},  (3.30)

5 L eQT”VOO Voo Y1 | -z
VOO<I>._[ 0 0 HW]—Voo[e ©1 — @]

(see (3.4) for Vo) denote the subset of L2(R) with the appropriate norm

12|L5 (R, foo})l| == 1B|Z,(R)I| + || Voo B| L, (RT)]l.
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Lemma 3.8 There exists an isomorphism of spaces
Zpe; 0 Lp(Ty) — LZ(R) )
Zyg; 0 LT AGH — LR {o0}),

such that the CESARO-type operators 1~}¢j in (1.90) and Vs in (3.4) are
equivalent

(3.31)

Zp¢; 17(]. ZP_Ci = gjgoohj[ = gjf}oo + R;, (3.32)
where the functions gfl, hfl € C’OO(]R) are non-vanishing
1 1
1—ie™®\> (1+e72%)>
i(z) = | — hi(x) = ———
5@ = (1rem) b T
and the operator R; : L,(R) = L,(R) is bounded.

Proof. The transformations
1 1 1 T—1
Z40(0) = o 0 ) = 2004 0 (6 555)
200 = (eTFu(e ), e u(—e M), mAER

where the first one is based on the KELLY transformation

T —1
% (x) = _Cjz+i

establish isometric isomorphisms
Zg 0 L) = Ly(B),  [12¢0|L, B = [le|Ly(T)Il,
Zy, o Ly(R) = Ly(R),  [1Z,9] L (R = [[4|Lp(R)||

:R—T1, 3(0)=¢,

and have the following inverses

25000 = 165 @I @) = 0+ 6l Fu (<1552 ) L (3)
Z1®(2) i= x_(2)(—2) "7 pa(—log(—2)) + x4 (¥)z "7 1 (~ log ) ,

where ® = (¢1,¢2) " and x4 (z) are the characteristic functions of R* C R.
The transformation
ZPC]‘ = ZPZCJ‘ (336)

establishes the first of claimed isomorphisms in (3.31).
To prove that Z,.; arranges the second isomorphisms in (3.31) as well,
let us consider the following intermediate space

L2(R{0}) = {¢ € L,(R) : Vo € L(RY)} (3.37)

Vo(z) == Vole  #'(x) — y(~x)],
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where the operator 1 is defined by the CESARO-type mean value integral

(cf. (3.5)):

vaste) = @ [ (£)" o2 =ty [l 2 / dT/

It is easy to verify directly the following connection

ZVoZ, = Ve

(see (3.34)). Moreover, Z, establishes isometric isomorphisms

ZI) : LP(]Ra {0}) - L?)(]Ra {OO}) ’
12p9| L3 (R, {oo}) || = [l¥| Ly (R, {0})]].

'd\b—\

(3.38)

(3.39)

(3.40)

Therefore, to justify the second isomorphism in (3.31) we just need to verify

Ze Ve, 20 = goVohol

where g, h¥! € C°°(R) are non-vanishing functions

)= (1_—%) . ho(z) = (<1+793>+

1+ 22

(3.41)

because applying equivalence (3.39) to equality (3.41) we immeadiately get

(3.32).
Let us consider the following operators

i ] 2 (58)

n¢ ¢

T—Gj 1
dr lOg Ci (7’ — C ) P dr
X = i n—-_; J )
(p(T)T — Cj nlﬁngljv/ 10 (€=¢)(n+¢5) ¢ — C] SO(T)T — Cj

+Gi
hy? & =) (C+G)

(r=¢i)(n+¢5) 1
log Gr=th ) <T—CJ>" M-Z

C—=G TG

VZp(¢) == lim
G . (€—¢i)(n+¢5)
176 ] log ey

and prove that
oyl 42
Vg = VC]' - VCJ' :

(3.42)
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In fact,

os 28
Ve, = VE)p(C) := lim !
( Gj C])QD( ) n—C; log c— C] +10g

n+¢; VCJQD(C) =0,
¢+¢;

because, for a fixed ¢ € 'y,

lOg n+¢;
logn+CJ <Mp<oo and lim = C cHe - =0.
C+G n—¢; log =t log C+C
For the difference Vg], — Vgl], we have
1o og n+¢; _ %
. e T—(j dr
(Vg. - Vé.)go(() = lim < ) (1) . (3.43)

J J . (&= C] (77+<J — (j

77%(] lOg W C C] T C]

If log® (7 — ¢;)(7) belongs to Ly(T1¢,;) integrand in (3.43) is absolutely
integrable and we can drug the limit inside; on the other hand

n+¢;

lim — > +6G

- (C—=¢)(n+¢)
175 108 = ey

log

N——
for all fixed 7 € ¢ . Therefore, with above constraints on (1) we get

IOg n+¢;
2 _ ol — 1 1, _ . — TG
Ve, = Ve, )e(C) Jim Ve, vie(€) =0, wv;(r,n) log

Since the above taken functions are dense in the space L, (T'1;,{¢;}), equality
VZ.¢ =V ¢ holds for all p € Ly(T1j,{(;})-

Due to (3.42) all three operators V;, Vclj and Vg], define the same space

Lp(I‘l, {¢;}) (cf. (1.92)). Therefore, to prove the second isomorphism in
3.31) we use the operator V? instead of V;,. We proceed as follows:
¢ G

. log (=) () 46)
B (e¢; (2) =) (T+¢;5)

/ log 51 (7 =6) G, () +G5)
~ 980 (=G e ()76
seg; (2) 3¢ ()

x {ﬁ] (g ()] oo ()=

Zxg VE 25 W) (@)= lim
( G X¢ G T¢ ¢)( ) %C].(Z)—>Cj

(o)

|
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inserting 7 = s, (y), dr = %2], (y)dy and taking into account the equalities

1 s () — G

(35, ) (52; (y) = [, ()] o iz,
— _2(:]'37 / _ _QiCj
s, (x) = ¢ = 1 G (z) = R (3.44)

we continue as follows

CIORS CHOR
(e, (2)—Ci) (o2, () 1)
=)0
)0

K¢ (y) - C]:| %
g (x) — G

(266 V2 2514) (@) = lim

=0/ 1, (2¢; (@) =(5) (3¢ ; (2)+¢5)

Gz, (@G

¥ () v . (y)dy ) r log ¥ : d
G G = lim Z g _y
| MWty — g = ima / ez (3)7 how
1—iz\” (1+22)%
= gOVOh0¢($) ) gO(z) = (]__i_—;a;> ’ h()(flf) - (1 _ i::)1+%

and we get (3.41).
Boundedness of

R; = g;jVoolh; — ]I : L2(R) — L*(R)

follows since hj(z) — 1 = hj(z) — hj(+00) = O (e_%) as x — 400 which
yields the boundedness [h; — 1] : L*(R) —)Z 2(R) (see (3.27)). ]
Proof of Lemma 1.27. Let us apply the isomorphism Z,¢;, defined in
(3.31), (3.33). Then ¢,log(¢ — ;)¢ € Ly(I';) for all ¢; € =,y imply

—x

Zuey € LR, (2 108(C ~ )9)e) =108 (67 ) (Br)0)

e
= (~o+ 10 ) (B @) € LA(RY)
(see (3.33)); due to Lemma 3.3 Z,¢; ¢ Ez 2(R*). Applying the inverse iso-

morphism Z;;! (see (3.31), (3.35)) we find ¢ = Z¢! Zp,0 €L 2(Tig,, {G).
The remainder claims of the Lemma (see (1.98)) follow from the proved
part as Corollary 3.4 from Lemma 3.3. [

Remark 3.9 Due to the above established isomorphism (3.40) and to Corol-
lary 3.4 if a function g(z) has the property

g€C(T), g9(@)—g(0)=0(1-log2)™"), J:=(-c,c)CR (3.45)
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the following multiplication operators (see (3.37))

gl + Lp(J,{0}) — Ly(J,{0}),
l9—9O = Lyp(T) — Lp(T,{0})

are bounded.

3.4 Equations on the circumference (example)

Let I't, 2:={(1,..., ¢} CT'1, Zow C E, T'1¢; and FiECj be the same as in
§3.3.

We us consider, as an example, the following operator with fixed singu-
larities at = in the kernel

& 19 -6\ e(r)dr
YNGR () H2E L ey, (3.46)
where Xz'j (t) is the characteristic function of the arc FT{,— CTl'y; €Ty and

1
sin 7 <5 + 'Yj) for (€=,
i = (3.47)

1
sin <— + ’Y;) for E g Eow )
p

1 1 =
—— < FEw<Ll-~, {¢&Eu. (3.48)
p p
Theorem 3.10 Let conditions (3.47) and (3.48) hold. Then the operator
Az : Ly(Ty) = Ly(T1,50), l<p<o (3.49)

is FREDHOLM provided

1 1
1—)-1-7]-755 forall j=1,...,n (3.50)

and then

dim Ker Az = » 07, dim Coker Az = - ) oy, (3.51)

;>0 ;<0
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where
r 1 1 -
0 for §<B+’)/j<1, CjEZow,
0 for v € 1(7;'7 1- 7;1) ) G & Eow
7j = -1 for 0< 1—) +v; < 5, Cj € Zow (352)
1 for v; >max{v;,1-7}, ¢ &Zow,
L -1 for 7; <min{y;,1-7}}, j=m+1,...,n.
In particular, Az in (3.49) is invertible provided
1 1 -
- < —4+v <1 forall £€E,,
2 p
and v; € (vj,1—7;) forall £¢Z,,. (3.53)
Proof. Note that since I‘I}k N I‘ILCJ_ = () for k # j, we have
n
Az = [T Ay,
j=1
e — o\ dr
A, = ()l / =G\~ el Ty . (3.54
i,

Therefore it suffices to prove the Theorem for a single knot = = {(;}.
We will apply the isomorphisms of spaces
Z¢; LP(FTCJ-) — Ly(I),

Z o LT — Ly(RY),
where 7 = [0,1] and Z¢; is defined in (3.33), while

(3.55)

Zyp(x) == e rp(e™®). (3.56)
We have assumed, without loss of generality, that
I, ={e’¢ : 0<v <7}

is the half-circumference; otherwise we will use another KELLY transforma-
tion

T —icot %
gy (@) =~ T=[0,1] — T, =(;(Ge™)C I
x +1cot 5

while defining the isomorphism Z¢; in (3.33). The operators Z;, and }Ep,
besides (3.55) and similarly to (3.31), (3.40), establish the following isomor-
phisms

2, ¢ LT G — LT, {0}),

- . (3.57)
2y + Lp(Z,{0}) — L p(R").
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Lifting the operator (3.54) to the equivalent operator first by the iso-
morphism Z¢,, we get, by applying (3.44),

=

i Gj ‘%2]- (z)

ol j gy

Fle

B, (w) := (Z¢; Ag; 25 9) (@) = (@) +

___dr
G — 1o ()

1

v <%gj (z) — @-)”" i (Y)Y (y)dy
7 (y) — G Cg2 — og; (y) o ()

G

1
= () + 72!
/

™

#,(@)
W)

1=y 2 3
TP Yydy o,

| ——
<8
| S

2
| — |
< |8
+ |+
SRS

for z € Z, where

PR CE) s [[2] ey
9i() - 112 Be;i(z) = (z) - — O/[y] yrr (358

and g]j.[ € C*°(7) satisfy condition (3.45). Therefore we can detach invertible
operators gjﬂI and study the equivalent operators

BC]‘ : Lp(I) — Lp(I, {0}) for Cj S Eowa
B¢, @ Lp(Z) — Ly(Z) for (G & Eow -
The operator B, can be lifted further, now by Z,, to the following equiva-
lent operator
W
W

L= 2B 2yt Ly(RY) — Ly(RY) for € Zou,
. =21Bg 21 ¢ Ly(RY) — Ly(RY) for G & Zou

S

(3.59)

S

(see (3.56)), which turn out to be convolutions. In fact,

1]

{e“ } i z_%go(— log 2)dz

(218,27 0)w) = olo) — 2 [ 3 | o

™

(o]
— ol M [ e (b)WY
ole) - [ e LD — W o),
0
where
. (g4t i
e p 1
B, (A) =1~ &ft—»\ Tret =1- Hi
Q +e sinhﬂ'[(%-i—'yj)i-i—/\]
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K
sin 7 (% +v - i)\)
(see [Dul, Ch. II, §1]).
First let (; & Zow; then (see (3.47))

=1-

. AER, j=0,...,n (3.60)

: 1 !
sin 7 (1—9 + 'yj)

sin (% +95 — i/\)

Be;(A) :=1- , AER, 5 #;.

From the property B¢, () = B¢;(—=A) we easily conclude that B¢;(A) = 0
implies A = 0 and, due to conditions (3.48),

inf . fi L Eow -
)I\IEIR |BC1 (/\)| >0 for C] ¢ ow
Since B¢;(A) depends continuously on the parameter (; := % +7;, 0

B; < 1, the index ind B¢, might have at most 3 different values. For ~;
(7},1—}) we apply the homotopy

m A

. 1
sin 7 (5 + 7;)

sin (% + 5 — i)\)

B\ :=1—pu #£0 for AeR, 0<pu<l1,

since Bj,(A\) # 0 for all A € R and u € [0,1] we conclude ind B, =
ind Bj,l = ind Bj,o =0.

For v; < min{v},1 —;} and for v; > max{y};,1 — ~}} it is sufficient
to calculate the index only for one value of parameters in each case. The
images of the test functions on the complex plane are plotted on Fig. 5 in
the Appendix with the arrows showing the orientation of the image when
the argument A ranges through R from —oo to co.

Finally we get

1 if < min{’y}, 1- ’Y;} )
ind B;; =4 0 if v eM,1-7), (3.61)
-1 if ;> max{y;, 1 -7},
for (; & Zow (cf. [Dul, Du3]).
Next let (; € Zo,. Then (see (3.47))

sin l+7j Y
Be;(\) i=1—— 1(’° ) =80
sm7r(5+'yj—z/\) L
and
0 A 0 !
B;(0) = lim B;(A) = —iB}(0)

A—0

1 1 1
:—7rc0t7r<—+7j>;é0 iff —+v#<.
p p 2
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Therefore,

. 1 1 _
inf [B}(V)] >0 iff ST #E g G €S (3.62)

2 )
Further we find easily that ind B;-) might have at most two different values,
BY(+00) = 1, £B%(0) > 0 for + (% +y— %) >0 and +Tm B2(\) > 0 for
+X > 0. The images of the test functions on the complex plane are plotted
on Fig. 6 in Appendix with the arrows showing the orientation of the image

when the argument A ranges through R from —oo to co. These tests show

that
1 if 0<i+y<s,

s 0 _
mdBi‘{o if L<ling<l for e,

According to Theorems 2.5 and 3.5 we get: the operator Wp_ in (3.59)
is FREDHOLM iff conditions (3.48) and (3.50) hold (see (3.51) and (3.62))
and Ind Wp, = —ind BY = oj for (; € Zpu (see (3.61)), Ind W, =
—ind Be; = 0; for (j € Zou (see (3.61)), where o; is defined in (3.52). m

4 Elliptic boundary integral equations

Let T be as in § 1.1, the weight function p(t) be defined in (1.2).
For our purposes we need to define the order of cusp: o; > 0 is called
the order of a cusp ¢; € I if there exists ¢; # 0 such that

_(t.1) — 1 . -
argw =q;r” +o(r’”) as r—0,

T+ (tja r) — tj

where 7_(¢j,7) € [';_; and 74 (t;,7) € ['; are equidistant points |74 (t;,7) —
tj| =r (see Fig. 3).

Fig. 3
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The obvious equivalent condition is
T_(tj,r) — o (tj,r) = qr' T +o (r't7) as r—0.

Further equivalent definitions of the order can be found in [DLS1].
Throughout this section we assume the orders of cusps are all equal 1

if vy=0 or 7 =2, then o;=0(t;)=1 (4.1)

forall 7=1,....n
(see (3.2)) and will investigate the following integral equations:
Aoy = app + a1 St + aaWr o9 + a3Wi g0 + as0iVrp = f (4.2)

with N x N matrix coefficients ag, a1, az, as, ag € PCVN*N(T) (ao, a1,
a, a3, ag € PH)Y*N(T)) in the vector space L (T, p) (in the vector space
(HS)N(F, p), respectively, provided I" hasno cusps 0 < v; < 2,5 =1,...,n)

Arp = aop + a1 Wrop + axWr oo = f, ag,a1,a2 € PCN*N(T)  (4.3)
in the vector spaces L)Y (T, p) and PCN (T, p),
Bop =bop +biWrop =g, bo, b1 € (PCT)N*N(T) ¢ CV*N(T) (4.4)

in the vector spaces (W'))Y(T,p), CN(T,p), (PC")N(T,p) and in
(H), (T, p) (in the latter case cusps are absent and coefficients belong
to PH*N(T)).

Due to Theorems 1.5 and 1.6 respective conditions in (1.4) ensure bound-
edness of operators Ag, A1, By in spaces listed above.

4.1 Equation (4.2) in the spaces L) (T, p) and H)(T, p)

Let X(T') denote the space Lév(l“,p) or, if cusps are absent, the space
H) (T, p) and appropriate condition in (1.4) hold. Symbol of equation (4.2)
in the space X(I') reads as follows

(.A())X(p) ‘= ag + aISX(F) + EiQWX(F) + 63WX*(F) + 64(8tV)X(F) , (4.5)

where

a(t +0) 0

], ac PCN*NT), tel,
0 a(t —0)

1 -
WX(F)(ta )‘75) = Z [SX(F)(ta Aaf) + SX(F)(ta —A, _f) , AEER,
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V)14 ) = & [Sx(t:1,6) — Sy -2, -0

" 1r~_ ~ NE T —
Wit A,€) == ~1 [h L) Sx ry(t, X, E)R(t) + h(t)Sxry(t, =X, —€)h ™ (t)
1 0 ; 4
i t£ b, tn,
. 0 1 '
t) :==
( ) 1 0 -f .
0 erlu-ni i t=t;, j=1...,n,
( b ) \ e”(‘thl)(iﬂtwL)\)
cot ﬂ'(’LBt + ) —m
eﬂ'(l—’h)(iﬁﬁ-}\) He( \
sinh7(ifs +\) cothm(iff; + )
if 0<y<2,
—sign A 2y_(\)e
Sxryt, A8 =< (v —1) (4.6)
2x4 (A)e 22 sign A
if t:tja ’yt:’)/j:0727 /\#07
—coth@(ify +&) 1+cothn(iB; + &)
(=1
! 1—cothm(if; +€) — cothm(ifs + &)
\ if t:tj, ’}/t:’)/jZO,Q, /\:0,
% ift;étla"'atna X(F):LP(Fap)a
: if t#£t,...,ts, X(T) = H)(T,p),
Bi =
% + oy if t=t;, X(T) = Ly(T,p),
aj— if t=t;, X(T) = H)(T,p),
1 if t;étl,...,tn, 1 .
Ve = ) x+(A) = 5 (1+ sign A).
i if t= t]‘ s 2

Due to constraints (1.4) 0 < ¢ < 1 for all ¢ € T and the symbol
(Ao)x(r)(t, A, &) represents piecewise-continuous uniformly bounded func-
tion of all variables.

Although h(t; — 0) = h(t; + 0)e™ Y (see (1.20)), we have dropped
the factor h(t; + 0) for t = t; and the factor h(t) for t # ti,...,t, in
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the definition of the symbol matrix ?L(t) above since it cancels out in the
combined symbol (Ao)x r)(t, A, §). In fact, h(t) and h='(¢) enter the symbol
(Ao)x(ry(t, A, §) only as the combination ﬁ_l(t)SX(F)Tl(t) and the constant
factors h=!(t; + 0), h(t; + 0) cancel out.

Theorem 4.1 Let X(I') = L)Y(T,p) or, if T has no cusps, X(I') =
(HS)N(I‘,p)). Equation (4.2) is FREDHOLM in the space X(T') if and only
if
inf . 4.
tGF,Hi,EGR | det (AO)X(F)(ta A: £)| >0 ( 7)

If condition (4.7) holds, then
1
Ind 4g = —5- larg det (Ao )x (r)(t, +00,0)]

n

1
_Zl 27r{ arg det (Ao)x(r)(tj, A, 0)]R\{0}

+ [arg det (Ao)x(r(t5,0,6)] } - (4.8)
Proof. Due to Lemma 3.1
a2 a3 * * a4
A[) = aoI + alSp + Z(SF + VSFV) + Z(SF + VSFV) + Z(SF - VSFV)

and the claimed result follows from [DLS1, Theorem 1.1] for the case X(T") =
N —

LY(T, p) and from [Du6, Du7] for the case X(I') = (H2)" (T, p) (when cusps

are absent) if we take into account the following:

I. The symbol of operator Ay defined in [DLS1] and in [Du8] (see also
[Du3, Du5]) has a block-diagonal form

(AO)X(F)(ta /\7 E) 0
0 (Ao) (t =, f)

and it suffices to consider only the first block as a symbol of Ay. Due

to this change we should multiply the index formula by factor 3

Let us note that symbol would be a full matrix-function if the corre-
sponding operator contains terms VSr, Val, aV or SrV.

IT. The dual operator Wy, to Wro is defined in (3.9) and the symbol

for it is composed according to the usual rule (see (4.5)) with h(t)
denoting the symbol of hl (see (3.7) for h(t)).
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IIL. If B(t, A, €) is the symbol of B, the symbol of B® = VBV reads as
follows

BO (ta /\7 E) = B(t7 _Aa _f) (49)
(see [DLS1, §1]). L]

Corollary 4.2 For the operator

Ao — Q1
a, + ay

)

1
Ag = apl+a1Sr = (a0+a1)(P++GP_), Py = 5([:|:SF), G =

following conditions are equivalent to (4.7):

(i) inf Jao(t) £ ai(f)] > 0;

(i) =2mB; < arg% <2r(1 = By), j =1,...,n, where B, is
J
defined in (4.6);

(i) (equivalent to ii’) G(t) has the representation
G(t) =Go(t) [[t —20)77, G, eC(T1),
j=1

Z0€Q+7 _Bt]‘<yj<1_6t]‘7 jzla"'an
and (t — zo)?jj has the jump only at the point t; € T
If conditions (i) and (ii’) (or (i) and (ii”)) hold,

Ind A= ind Gy .

4.2 Equation (4.3) in the spaces L) (T, p) and PC™ (T, p)

Although equation (4.3) is a particular case of equation (4.2), in this case
we can define substantially simpler symbol and consider equations also in
the space PCN (T, p).

Let X(T') denote either L) (T, p) or PCN (T, p) and (1.4) hold.

Symbol of equation (4.3) in the space X(I') reads as follows

Qo (t + 0) Ay (t, /\)
(ADxm)(t, A) = , (4.10)
A_(t,\) ao(t—0)
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where

Ag(t,A) = ar(t £ 0wy oy (t, N) + as(t £ 0wy (), teT, AER,

(0 if tFt,...,ta,
sinh (1 —v;)(iB; + A) .
= f t=t;, O P <2
wX(F)(ta/\) sinhw(iﬁj+/\) 1 Jo <7 <2,
-1 .
\ ]Te Al if t=t;, v,=0,2,
(0 if  tAEt,.. .,
sinh (1 —v;)[(B; +1)i +A] .
x = f t=t;, 0 P < 2
wi(r)(t:A) sinh 7 (iB; + \) ' p OSU< s
-1 .
\ ]Te Al if t=t;, v,=0,2,
1

Liay i X(@) =N,
Bj=¢ P
o if  X(I')=PCN(T,p).

Since 0 < 85 <1, j =1,...,n (see (1.4)) the symbol (A;)xr)(t,A) is a
correctly defined 2N x 2N matrix-function, is continuous and

(A1)x(r)(tj, —00) = (A1)x(r)(tj, +o0) = diag{ao(t; — 0),a0(t; + 0)} .

Theorem 4.3 Let X(T') denote either LY (T, p) or PCN(T,p) and (1.4)

hold.
Equation (4.3) is FREDHOLM in X(T') if and only if

teriflfem | det (A1)xry(t, A)| > 0. (4.11)

If condition (4.11) holds, then

"1
Ind 4y =) o larg det (A1)x(r)(t, M) - (4.12)

=1

Remark 4.4 It is easy to ascertain that condition (4.11) for a cusp t; (with
v; = 0,2) reads as follows

ao(t;—0)ao(t;+0)—{a1(t; —0Haz(t;—0)][ar (tj+0)+a2(tj+0)]6_>\ #0, AeR,
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or, equivalently,

ao(tj — 0)0,0(tj + 0)

[a1(t; — 0) + a2(t; — 0)][a1(t; + 0) + ax(t; + 0)] > 1

Proof of Theorem 4.3. For X(I') = L)(T, p) the proof can be derived
from Theorem 4.1 (see (4.36) how to get symbol (4.10) from (4.6)). We
expose independent proof to cover the case X(I') = PCN (T, p) which is not
covered by Theorem 4.1.

We suppose, as in the proof of Theorem 1.6 in § 2.3, that I" has rectilinear
parts I';, I‘;‘ in some neighbourhood of all knots ¢y, ...,t, except cusps;
for a cusp y; = 0,2 the right neighbourhood I‘;‘ is rectilinear, while the
left one I'; is not (cf. (2.31) and Fig. 2). Such changes of the contour I'
cause a compact perturbation of equation (4.3) and does not influence the
FREDHOLM properties as well as the index of equation (see [DLS1]).

Next we notice that operators Wr, 0 and Wy , are compact due to
Corollary (1.6) since I’y has no angular points and cusps.

Applying the “macro localization”, described in [DLS1, Theorem 1.1,
§3.2], we find that A; is FREDHOLM in X(I') iff det ag(t) # 0 for ¢ €
'\ {t1,...,tn} and operators

ALF? = a/O,jI + 0117]'W1"(])70 + 0127]'Wf:((]?70 y F.(; = F; U Fj N (413)

ap(t; —0) if te F; ,

alm(t)::
ar(t; +0) if teT), k=0,1,2

are FREDHOLM in X (T'9) for all j = 1,...,n; for the index we have
Ind Ay = Ind A ro. (4.14)
j=1

First let us consider the space X(I') = L)Y(T', p) and 0 < 7; < 2; without
loss of generality t; = 0.

The transformation Z,, 5, with 3; := % + o has the inverse Zﬂy_j%ﬁj (see
(2.34)) and arranges an isomorphism

Zy,5 0 LY@, 1t%) — LIN(RY). (4.15)
Obviously,

. ao(t; +0) 0
2y 73]‘141,1_‘?2’77]- Bi =

0 ao(t]’ — 0)
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+1 —al(tj+0) 0 ] 0 N,?] _NE’Y]‘
L 0 ai(t; —0) N’[Y)j o NE’Yj 0
1 (t; +0) 0
+_
L0 ax(t; — 0)
0 e—fr(w—l)iN% _ (W—l)’NE%
x e—w(’vj—l)iNSj _ (’YJ—I)zNg‘YJ 0 ’
where

L[ ema=0Bip(y)dy
0 .
Nj:,yjap(a:) el B i S (4.16)
0

(see (4.6) where the symbols of hI, St and of VSrV is possible to pick up).
Thus, we get a convolution operator

24009 255 = Wian,) LY (RY) — LNERY) - (417)

(cf. (2.6)) with the symbol (Ai)xr)(t;,A) defined in (4.10). In fact, Ni%_
in (4.16) are convolutions with the symbols

1 ® z/\y BJyd 1 ° ﬂ]fz/\ 1dt
0, == Y- — (4.18)
i 2mi 1—e-vEmii 27 1— et
—00 0
ei”(lfpﬁ)(ﬂjfix) eiﬂ(liﬁﬁ)Atji

1
= = = AeER
sinh w(i8; + A) sinhw(if; + A)’ Bi = + @, e R,

since —m < 7 —my; < 7 (see [GR1, 3.194.4]). Thus, N, = Wjyo and
from (4.18) we get (4.17).
From (4.17) and from Theorem 2.6 follows: A, r; is FREDHOLM iff
inf | det (A1)xm)(t;,A)] >0, AeR (4.19)
and, for 0 < v; < 2

Ind Al,F]‘ = —ind det (Al)X(F)(tj, ). (4.20)

Now let v; = 0 or 4; = 2. Then I'J = [0,1] and, due to condition
(4.1) T'; can be taken as the quarter part of the circumference centered at

0= 1;” i, starting at z; = & + ” i and terminating at z2 = 0 (see Fig.

N

4

~—
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1
3t 3
+ +
T 0 T
- vj =2 -

r;
1
. %0 42 2

Fig. 4
The transformations
1 1
T+ 17\ +1 .

Zop(z) = if =0,

1 1
m—i—l—lw z—1+1

1 1
ac+1<'0 r+1

Zop(x) = ) ) if v;=2, zeRt, (4.21)
m+i+1¢<m+i+1>

define isomorphisms

Z, : INTL) — LY®RT, (L4 0)%), & =p-a;-2 (422)

and their inverses read

—1 ¢1 0 1 0 1 1 A
Z . &) =x3 Ot =D +x2 @) 55 +i—1),
2
—1 ¢1 0 1 0 1 1 .
2, s (t) :X+(t);¢1(t—1)+X_(t);¢2(;—1—1),
2

where X& and Y2 are the characteristic functions of 1"? and I';, respectively.
Obviously 1 < &j < p—1 and

Py { ao(t; +0) 0 -|
SR I aolt; —0) |
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1 | au(t; +0) +ax(t; +0) 0
L=l
2 0 ay(t; — 0) + ax(t; — 0)
0 Ni—N_;
x )
N;— N_; 0
where
L [ oly)dy
%
Ny = | e = ; 4.2
cipla) = 5 [ EL Wy o) (423
0

are convolutions with the symbols

oo .
1 e dy
2w ) +i—y

— 00

Nii(A) : = Fx+(\)eT, (4.24)

1
x+(A) = 5(1 + sign)), A€ER.

Therefore,
ao(t]‘ + 0) 0
Zpy]. Al,FJ- Z,?]l =
0 ao(tj — 0)
Lol { a1 (t; +0) + ax(t; 4+ 0) 0 ]
2 [ 0 al(tj—0)+a2(tj—0)J
[0 men]
X = W) y(t.)
[ Wii—n_ 0 J

and, due to Theorem 2.6, A, ., is FREDHOLM iff (4.19) holds; the index
formula (4.20) remains valid for v; = 0, 2.

Now let X(T') = PCN(T, p).

For 0 < 7; < 2 we consider the transformation Z,, s, , defined in (3.20).
Similarly to (4.15)—(4.18) we find that

Zy,5 0 OV JtP7) — C2N(RY)
defines an isomorphism and

-1 _
25,5 Al,F?ny]—,dj = W(Al)x(r)(tj7')
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is a FREDHOLM operator in the space C2N (R*) iff
inf | det (A1) po(r,p) (£, A)| >0, AER (4.25)
and
Ind A, po = — [arg det (A1) pe(r,p) (5, N)] g (4.26)

provided 0 < vy; < 2.
For v; = 0 and 7v; = 2 (see Fig. 4) the transformation
Z,, + PCN(@Y,[t1%) — VR, (1+2)"5 ), TY=T;url,

defined in (4.21), arranges an isomorphism and

po(r,p) (tis)

is FREDHOLM in the space PC?N (Rt (1+) % *1) iff condition (4.25) holds
(see Theorem 2.6); again the index is defined by (4.26). L]

Remark 4.5 If Sx(T')(¢,A) is the symbol of Sr (see (4.5), (4.6), (4.10)),
the symbol of VSrV is Sxr(t,—)). We know the symbol of al for a €
PCN*N(T) (X(T') = LY(T,p) or X(I') = PCN(T,p)). Therefore we can
compose the symbol of equation

M
ap + a1 Wr op + a2Wf‘(70g0 + Z a2+kW1£f2g0 =1, (4.27)
k=1

ag, . ..,024 M S PCNXN(F)

and prove Theorem 4.3 for equation (4.27).

4.3 Equation (4.4) in the spaces (W,)"(T, p),
(Hy )N (T, p), CN(T, p) and (PCHN(T, p)
Let X(I") denote one of the spaces mentioned in the headline.

To equation (4.4) in the space X(I') with smooth matrix coefficients we
assign the symbol

bo(t) by (t)e ™ iwg 1) (¢, A)
(Bo)x(my(t, A) := , , (4.28)
by (t)e™ 1=y 1) (2, N) bo(t)

where

0 if tF b,

wx (ry(t, A) = S
® %Tle*‘*l if  t=t;, 7;=0,2
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and wyx r)(tj, A) has following values for the different spaces X(T'):

sinh (1= ) (4 +agi =i+ )

wwi(r,p) (tj, A) =

)

2sinh 7 (1% + o i+ /\)

sinh (1 — ;) (a0 — pi — i+ A)
2sinh 7 (1% + ajt + /\)

ng_H(F,p) (tj7 )‘) = »

sinh (1 —vy;)(aji — i+ A)
2sinh w(a;i + A)

wpcl(pm) (tj, )\) =

)

sinh (1 — ;) (i + A)
2sinh w(a;i + A)

wer,p) (t, A) =

Due to conditions (1.4) the symbol (Bo)x r)(t, A) is correctly defined, i.e.,
is a piecewise-continuous and uniformly bounded function of all variables.
Theorem 4.6 Let X(T') denote one of the following spaces (W}2)N (T, p),
(H), )N(T,p) (if cusps are absent), (PC*)N(T, p) or CN(T, p) and condi-
tions (1.4) hold.

Equation (4.4) is FREDHOLM in the space X(T) if and only if )

e Fi{lﬁeR | det (Bo)x(r)(t, A)| > 0. (4.29)

If condition (4.29) holds, then (cf. (4.12))
n

1
Ind By=—) o [arg det (Bo)x(r)(tj, \)] - (4.30)

=1

Proof. For the space X(I') = C¥(T,p) the proof is verbatim the case
X(T') = PCN(T, p), exposed in Theorem 4.3.
Let

g(s) 1 [0,0] — T, r(t):=g7'(t) : T — 10,0, glrt)=t

be some parametrisation of I' and the inverse to the parametrisation. The
operator

2mi 2260 (1)

Are(t) = Op(t) + ' ()= [o(t) — p(tn)] + p(tn)e”

21 2mi

7 [po(s) = ¢0(0)] + po(0)e™ 777, (4.31)

= Ospo(s) +

s=r(t), vols) =¢(g(s)), 0<s<f, tel

9) An equivalent condition for a cusp see in Remark 4.4.
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(see [Du3, §2.2]) defines an isomorphism of spaces

and the inverse operator reads

AFV(t) = e 2O / ¢ Fry(r)dr

tnt

1 27mi 27

g [1 (e 7] / X (1) dr (4.33)
T

Namely,
AF'AMp =9, e LT p), AfAf'o=¢, @€ (WHN(T,p)

and
All_‘:at +R7 at7R : (W;)N(Fap) —>L£)V(F7p)7

where R is a compact operator.
Then the equation

Bty == AL BoAr 'Y = u, (4.34)
u,p € LY(T,p), ¢:=Afp, u=Apf
is equivalent to (4.3). Since
A =I+K, K :LY(T,p — LY(T,p)
where K is a compact operator, applying (2.27). we get
By = (8 +R)(aol + axWr o)A7" = aol + s W) + T
=aol + a1[Sr + h ?VSpVR I + T, (4.35)
T = (apI + a\Wr o)Ar" + R(aol + ayWro)Ap?
+aol + WK = LY(T,p) — LY(T, p).

T is a compact operator because A;l, R and K are compact in LJpV(I‘, p).

Symbol of the operator By in LY (T, p), according to (4.6) and to Remark
4.5, reads

bo(t) 0
(BI)LI,(F,p)(taA) = [ ] lf t ;é tl,...,tn,
0 bo(t)
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while for the knots t = t; we get

bo(t;) 0 ] [bl(tj) 0 ]
+

Bz, (r,p) (8, A) = l 0 bo(t))
0\lj

( L \ e~ m(1=73) (@B +X) 7
t 7 4. - @ @
cothm(if; +4) sinh 7(if; + A)
X o™ (1=7) (B4 2) X \ +
(L sinh7(iB; + ) cothm(if; +A) i

M em™(1=75)(iB5+X)

—cothmw(ifB; + A _— r
coth(if; + ) sinh 7(if; + A) 1 0
X (1) (38 ) (4.36)
e~ (17785 +2) LB 0 e-2r(—my)i
BT R A I
[ bo(t) b1 (t)e_ﬁ(l_W)inpl @, (tis A)
I bl(t)ew(lf'ﬁ)iwwz}(r,p)(tj,A) b()(t) ’
L Sinhﬂ'(l — ’y])[l(ﬁj - 1) + /\)
w5, 4) 2= sinh 7 (if; + \) ’

where 3; is defined in (1.79). Thus, we get the symbol defined in (4.28).

As proved above, the operator By (see (4.35)) in the space L) (T',p)
is equivalent (as a FREDHOLM operator) with By (see (4.4)) in the space
(WHN(T,p) and their indices are equal Ind By = Ind By (see (4.34)).
Thus, the symbol (Bo)r,(r,»)(tj,A) = (B1)r,(r,p)(t,A) defined in (4.36)
is responsible for the FREDHOLM properties and the index of By in the
space (W) )N (T, p). Now the assertion follows from Theorem 4.1 (and from
Theorem 4.3).

In the cases X(T') = (HJ, )N (T, p) and X(T') = (PC")N(T, p) the proofs
follow verbatim the above exposed case X(I') = (W)™ (T, p). ]

5 Conformal mapping and BVPs

Through this section we use the notation from §1.1: for domains QF, for
their boundary T' = 9Q%, for the weight function p(t) (see (1.2), (1.4)), for
the unit disk D; and the unit circumference I'y = dD;.

5.1 The Cisotti formula and its applications

In the present subsection we prove the CisoTTI formula (5.5). It was pub-
lished in 1921 (see [LS1, Ch. III, § 1, n°. 44, Example 5]) and was rediscov-
ered in [PK1] for piecewise-smooth curves by a different method (namely,
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by reducing the problem to the RIEMANN-HILBERT BVP for analytic func-
tions). This formula has several interesting applications (see [KKP1]) and
we will give some further applications below. Returning to the original
method (see [LS1]) we prove the CI1soTTI formula for arbitrary domain
bounded by a rectifiable JORDAN curve.

Next Theorem is easy to ascertain if properties of conformal mapping
w : D — 01 and of the inverse to it w™! : QF — D; are taken into

account: it suffices to change variables in the integrals ¢ = w(2), z = w (().
(see (1.47) and [Ev1, Ch. V, §1]).

Theorem 5.1 The derivatives w'(z) and (w™')'(¢) of conformal mapping
(1.46) and its inverse are both square integrable

[1ey©org ==, [P = (meah?, G
Q+ D1

while restricted to the boundaries they become absolutely integrable

/ @ Y (Olldc| = 2, / ' (2)|dz] = mesT . (5.2)
r 't

Next Theorem is a far non-trivial and subtle consequence of the foregoing
theorem and we quote [Gol, p.p. 405-411] (see also [Kol, Ch. I, II]) for
rigorous proofs.

Theorem 5.2 If w(z) in (5.1) is a conformal mapping of the unit disk Dy
onto a simply connected domain QT with the rectifiable JORDAN boundary,
then:

i. w € WEH(Dy) (see §1.1).
ii. w(z) is absolutely continuous on the boundary T.

iii. For almost all ty € [0, 27] there exists an angular (i.e., non-tangential)
boundary limit A of the function w'(z)

lim w'(reit) = —je Mo LJ(G”)
reit Neito dr

(5.3)

T=to
The limit is denoted again by w'(e'®0).

Theorem 5.3 The derivatives w'(z) of the conformal mapping w : D1 —
QF has the following representation

w'(z) = w'(0) exp %/BC(C_)(?:—% / B(C)d—f , z€Dy, (54)

I¢l=1 I¢l=1

Blet) = aft) —t — g =9(t) —t foraa. te[-ma], (5.5)
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where a(t) and 9(t) = V) = argF(w(e™)) denote the inclinations with
respect to the abscissa axes of the tangent and the outer unit normal vectors
at the point w(e'), respectively (see Fig. 1).

Proof. Due to (5.3) Bo(t) := B(e') in (5.5) exists for almost all ¢ € (—, 7]
and for those t we have
- _irdw(e”)

wl(eit) - _ie = —jetBo(t)

dw(et)

dt

Since w'(e') # 0 (w(z) is a conformal mapping])
Re [—ilogw'(e™)] = Im log w'(e') = Bo(t) = B(e') for a.a. t € (—m,7]

and the SCHWART?Z integral recovers the analytic function —ilogw'(z) €
wi(Dy) by its real part on the boundary

1 r el + z ;
—l ! — 4 . _ T
ilogw'(z) =iC + o / g Zﬁ(e )dt

(see [Kol, Ch. I, IT], [LS1, §. 44]); therefore

! _ _ L eiT +z iT
w'(z) = exp(—C) exp 5 / R Zﬁ(e YdT

i T . ) r e dr
= Cpexp —%/B(e”)d7+;/7ﬁ(e”)_z

= (1 exp % / BC(C—)(?
I¢|=1

and taking z = 0 easily locate the constant C}:

O = O exp |1 / mod—f . -
[¢|=1

It is sometimes helpful to have the CisoTTI formula (5.4) in the following
equivalent form

S (re) = (O)exp |i(P o) re®) = (Prbo)re™) = o [ Bu(rdr| , (56)

O<r<l1l, —m<t<m,
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where P,¢(z) is the POISSON operator and P,¢(z) defines the adjoint har-
monic function to P,p(z) (|z| < 1; see [Kol, Ch. I}):

y

Pro(rett) := i / s (1)dr
e " 21 ) 1—2rcos(t—7)+ rz¥ ’

-7

™

~ , 1 rsin(t — 7)
ity —
Prore?) = 27 / 1—2rcos(t — 1) + r? p(r)dr

—T

In the next theorem we have collected properties of the POISSON op-
erator P, and its adjoint P, from [Kol, Ch.I] and [Kol, Ch. V, §D.17],

necessary for further investigations.
Theorem 5.4 Let ¢ € L,(II), Il := [, 7], 1 < p < co. Then
i. Prp(2) is harmonic in Dy and

1Prip| Ly (M| < [lp| Ly, 0 <7 <1, lim [Py — | Ly(TT)]| = 0

i. If p(t) is continuous at some to € 11, then
lim Prp(z) = p(ty) as z=ret = e r<1. (5.8)

i, If Img(t) =0, |g(t)| < AF for allt € II and X < 1, then

/ exp [|Prae)|] < CO‘:”% - (5.9)

—T

In particular, if ¢ € C(II), p(—m) = p(m), then the convergence in
(5.8) is uniform (including convergence across tangent paths) with re-

spect to tog € 11.

Remark 5.5 Fasy to check that

1
=1 I
Prp(z) = ImCr(s) — 5 [ w(rar. 5.10)
Prp(z) = —ReCrop(z) for Imep(t) =0
(see (1.3)). Therefore for 737«@ we can apply the PLEMELJI formulae and get

(5.11)

. ~ 1 1
lim Prp(z) = —§<p(t) — %/cot 5 p(r)dr,

A
z—eit
T

where the limit is angular (see (1.25)).
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Corollary 5.6 If the inclination of the tangent vector to the boundary curve
T is continuous on the entire boundary, derivative w'({) of the conformal
mapping in (1.46) belongs to the SMIRNOV-LEBESGUE space w' € e,(Dy)
forall1 < p < oo.

Proof. Due to the asserted conditions By (t) = 3(e®) in (5.5) is a continuous
function By € C(II) and Bo(7) = Bo(—n) (see (5.5)); then
Bo(t) = Bu(t) + fa(t), B1 € CHIT), PBi(n) = pi(—7),

by 1x
< —=—— forall II.
|B2(t)] < ” 2 orall t¢€

From (5.6) and (5.8) we have

/ | (re'™)[Pdr = / | exp Hpﬁnﬂl (e'T) +p75rﬁg(e”) ] dr
< 47rC7? forall 0<r<1
cos §

(see Corollary (5.6)), where

T

Co = /exp Hpﬁnﬂl(e”)” dr < oo

-7

since 81 € Hy(T'1) and P,.31(¢) is uniformly bounded with respect to 0 <
r <1 (see (5.10) and (5.12) below). L]

Let us formulate several consequences of the foregoing results. First of
them is a weak form of the LINDELOF theorem; in full generality it can be
found e.g. [Kol] and deals with arbitrary domain with JORDAN boundary.
For a domain with the smooth boundary it is proved e.g in [Gol, | by
different method and in [KKP1, p. 141]-as here, by using the CISOTTI
formula, but for piecewise-smooth curves.

Theorem 5.7 Let QF be a simply connected domain with the rectifiable
JORDAN boundary T' and w(z) be a conformal mapping of the unit disk Dy
onto the domain Q. If the tangent exists at some point of the boundary ty €
T, then the argument argw’(z) of the derivative of the conformal mapping
is continuous at €'’ € T'y = OD;, where ty = w(e'’°):

limargw'(z) = argw’(e'?°) = e™(%) as 2z e and ze QF.

In particular, if the tangent exists at each point of the boundary T, then
argw'(z) is a continuous function on the closed domain Q.
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Proof. The proof follows from Theorem 5.4.ii and from the equality

1 K
argw'(z) = argw'(0) + P, Lo (t) — Py /BO(T)dT, (5.12)
Z:rem, O<r<l, —w<t<nm
(see (5.6)), where By(t) := B(e') is defined in (5.5). "

Let 0 < p < 0o and X be a compact sufficiently smooth manifold (we can
take X = [0,1], X = Q+ or even X = I if the latter is sufficiently smooth).
Norm in the ZyaMUND space ZH(X) is defined as follows

| Z*(X)|| = || FlC™ (X)]|
1(0°9) (= + h) = 2(0°9)(x) + (9°¢) (z — )|
t D sw CE !

o =[u]~
p=" +{p}" Wt eNy, 0<{u}* <1,

where

IF1IC™X)) = Y sup|0”f(2)l.
|a‘§mz€X

For € R \ N the space Z*(X) coincides with the generalized HOLDER
space H,(X) (see [St1]), where (cf. §1.1)

(0%¢)(y) = (8%p)(2)|
ly — x|t

le[H* ()| = [I/IC )+ Y sup

z,yeX,x
la|=[u] TYEEATY

p=[u]+{n}, e, 0<{pn}<l

Z*(T') coincides with the BEsov space BY, (T) (see [Trl]) and the
next theorem represents very particular case of [Dul0, Theorem 3.2] (cf.
Theorem 1.8 above). the assertion can readily be derived from the Mus-
KHELISHVILI-PRIVALOV theorem (the case p < 1), proved in [Mul, §21],
for non-integer 1 € R and extended to integer values u = 1,2,... by the
interpolation of ZyGMUND spaces (see [St1, Tr1] for theorems on interpola-
tion).

)

Theorem 5.8 Let 0 < pu < 0o and the boundary T = 90F be m-smooth,
where m € Ny, m > u.
The potential operators

Wr : ZHT) — ZH(QF), (5.13)

(see (1.3) and (1.16)) are bounded.
In particular, if T is piecewise-smooth, we should restrict 0 < u <1. m
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KELLOGG proved that if the inclination of the tangent vector is a HOL-
DER continuous function with some exponent 0 < p < 1 (so called L1APUNOV
boundary), then the derivative w'(z) of the conformal mapping w :;D; —
Q7 also is HOLDER continuous with the same exponent p. The simple proof
of this assertion is exposed in [KKP1, p. 143] and is based on the CISOTTI
formula. . Next theorem generalization the KELLOGG theorem for p > 1.

Theorem 5.9 Let QF be a simply connected domain and the inclination of
the tangent to the boundary T = O0F with respect to some fized direction
belongs to the ZYGMUND space Z*([0,£]) for some 0 < p < 00.

If w(2) is a conformal mapping of the unit disk Dy onto the domain QF,
then w € ZH+H1(QF).

Proof. Let us consider the natural parametrisation of the curve I' by the
arc length parameter ((s)[0,¢] — T, ((0) = ((¢) (cf. (1.21)). The derivative
¢'(s) coincides with the unit tangent vector to T' and the condition of the
theorem can be written as follows

arg('() € ZM([0,4]), argdy " ((£-0) = argd;TIC(0+0), k=0,...,[u].

From (5.3) we find easily that
B(e") = a(t(s)) ~ t(s) - 5,

where t(s) : [0,£] = [—m, 7] is a continuous function of the arc length
parameter, defined by the equality w(eit(s)) Thus, we need to prove the
implication

t'(-) € Z*([0,4]) = t'(s(w(")) € Z*(T1).

From the asserted conditions 3 € C'(I'1) and from Corollary (5.6) we get
w' € e2(Dy). Then

N
N

(2 C2 [©)
I5(@(G2)) — s(w(C))] = / W ONdcl| < / W (O[] / dc|
C1 ¢1 ¢1
= ColG2 — Gil* - (5.14)

Thus, s(w(-)) € Hy(I'1) and we find the first crude inclusion B(s(w(-))) €
7 (I'y) = H,, (1) with 1 = min {1, 2}. Due to Theorem 5.8 and to the

CisoTTI formula (5.4) we get another crude result w’ € Z"1(D;). We return
to (5.14) and find

[
|s(w<<2)>—s(w<<1>>|=/|w'<<>||d4| <Cle-al, G,Ger,
C1
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where Cy; = sup |[w'({)]. the obtained estimate and the inclusion 3(-) €
¢ely
7Z+(]0,€]) give the second crude inclusion B(s(w(-))) € Z"2(T'y) with vs =
min{1, u}. Due to Theorem 5.8 and to formula (5.4) this inclusion yields
w' € Z¥2(Dy), which is the final result provided 0 < p < 1.
If 4 > 1 we take the derivative in (5.4)

w"(2) = w'(0) exp [Cr, B(2) — Bo] Cr, B'(2), (5.15)
Y
—ﬂ_Kl[lB(C)Cv €D .

On the other hand,

(0cB) (s(w(Q))) 1= ——=— = B'(s(w(())) (I 5)(w(C)) - (5.16)

From the equality
(0cs) (@ (O)] = ' (O,

(cf. (5.13)), and from the inclusion w' € Z'(T';) C H;(T';) we conclude
(Ocs)(w(-)) € Hi(T'y). This inclusion, together with () € Z+#~1([0,4)])
yields 0¢B(s(w(-))) € Z¥3(T1) (see (5.16) with v3 = min{l, u — 1}.

Again, we derive w" € Z"3(QF) = w € Z"3+2(Q+) from (5.15) and from
Theorem 5.8. The final result is obtained if g < 2 which implies v3 = p.

If o > 2 we repeat the foregoing proof, taking further derivatives in
(5.15) and accomplish the proof by the mathematical induction. [

Corollary 5.10 (see also [KKP1]). The inequality

logw(¢) — w(¢))]
log[¢ — ¢]

holds for all |{| = 1 provided t; = w((;) is not a cusp of T, i.e., if 0 < y; < 2.

0<(C; < < (s < (517)

Proof. Invoking the LAGRANGE theorem and CisOTTI formula (5.5) with
the PLEMELJI formula (the last one in (1.25)) we get

log[w(¢) — w((;)] = log(¢ — CJ +10guJ(C)
= Co +log(¢ — ) + B(( / Bz

C”

where ¢' = ('(¢, () €¢;¢ and

1
Co :=logw'(0) — — / B(T)d—T = const .
™ T

I7|=1
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The density 8(7) in the CAUCHY integral is piecewise-HOLDER continuous
B € H,(T1¢; \ {¢;}) by condition and has the following jump at (; € Z,4

B(¢ +0) = B(¢ = 0)

™

=1- Vi -
Applying the estimates

%l /. 67-(7;)2{7— — _B(Cj +0) ;B(C] B 0) IOg(Cg _ CI) +61(CI)

= (v = Dlog(¢" = ¢;) + B1(¢") = (7; = 1) log(¢ — ) + Ba(¢")

as ¢ = G, [¢" = GI/I¢ = ¢l < 1, where 81, 82 € Hy(T'ig; \ {¢;}) (see [Mul,
§26]) we find

logw(¢) — w(¢;)] = v;log(¢ = ¢') + B3(¢;,€)

with uniformly bounded #3((;,-) € H,(T1¢; \ {¢;}) when ¢ — (; and (5.17)
follows. L]

5.2 Proof of Lemma 1.11

Repeating verbatim the arguments exposed in the proof of Theorem 1.16
(see (1.51)—(1.56)) we find easily that the Riemann-Hilbert problem (1.35)
in the space ¥ € &£,(QF, p), g € L, (T, p) is equivalent to the singular integral
equation (1.50) in the space L,(T).

Let, for definiteness, consider the domain Q7. The case of outer domain
differs only by angles: we should replace all v; by 2—-y; (i.e., by the measure
of the complementary angle).

First let us prove that G € PC(T';); namely,

G —0 2, 1 ) .
7GE2 +0; = exp {—?ﬂ-z+27r <5 +Oéj> ’le} ;o J=1...,n. (5.18)

In fact, in the vicinity of t; € I' we get
po(@(Q)) = pi(Q) W(C) — W)™ = pi(Q) [ (D] €=, =G,
G=NG+HA=X)C 0<X <1, pi(Q) = [] (@) —w(@)]™
k#j

(see (1.46), (1.48)) and p;(t) is continuous at ¢;: p;(t; — 0) = p;(t; + 0).
Therefore,

-

GG =0) _ pow(¢—0) po(w(G+0)) [«/(G—0) (G +0)]”

G(G+0)  po(w(& —0)) po(w(G +0)) | w(¢; —0)w'(( +0)
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p T

_ (G =0-¢)Y (G +0-¢)% |wW(G —0)w'(( +0)
(GG —0—=¢)% (G+0=¢)% |w(¢ —0)w'(¢ +0)

1
= exp {27raji +2 (5 + aj> [arg w'(¢; — 0) — arg w'(¢; + 0)]i }
We proceed with the help of (1.66) (see also (5.6) and (5.8))

G(¢ —0)

Gy = o {22 (5 4 ay) farg 6(G - 0) - ang 4G + 00

1
= exp [27raji —27 <5 + aj> (1- 'yj)z}

2m 1 .
=exp |——i+27 | — +a; ) y5i| .
p p

The function " with

1 1 .

I/j::—5+ p+aJ vi, Jj=1,...,n, (5.19)
has discontinuity on the unit circumference if v; # 0,%1,... and this dis-
continuity we fix at the point (; € I'1; then

(G~ 0).”

exp(—2nv;i) ep[%ri 2 <1+a>7i]
- = exp(=2mvji) = exp | —i =27 { — + ;| v;
(¢ +0), P P

and consider the function
OTl¢", ¢eTy. (5.20)
=1

Let us prove that
Goe C(Ty), |Go(Q)]=1 forall |(|]=1 and ind Go=0. (5.21)

Continuity on T’y follows from (5.18) GO(Cj —-0)= GO(C]’ +0),5=1,....n
while from (1.51), (5.20) we find immediately that the function is unimod-
ular |Go(¢)] = 1.

To prove the last claim ind Go = 0 we rewrite (5.20) as follows

. " T (G
H( G- @)) =GOl (Z—c?)

_ @) [ : -G\ " P e = Tl
" o0@(0) Lu'(o] (c—c)’ celfn 1:1( )
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Thus, Go(¢) has a continuous extension inside the unit disk
Go € C(Dy), Go(z)|#0 forall z € D;
and the homotopy
Gor(C) = Go(r(), (=1, 0<r<1

is continuous, non-vanishing and connects the function Gy = Gy with the
constant Go,o = Go(0), confirming ind Go = 0.
Let us rewrite (5.20) in the form

GO :=GO][¢, cer. (5.22)

From (5.22), (5.21) and Corollary 4.2 we find that conditions (1.36) (1.32)
are necessary and sufficient the singular integral equation (1.50) to have a
solution, because under these conditions A is FREDHOLM in Ly (T'1) and has

the following index
IndA=>)"1,

l/j>1

since ind ngj =0 when v; < 1 and ind ngj =1 when v; > 1.
In conclusion it is worth mentioning that the problem has alwayes non-
negative index Indp r;)A >0, i.e., is surjective if it is FREDHOLM. n

5.3 Proof of Theorem 1.26

As in the proof of Lemma 1.11 in § 5.2 we treat, for definiteness, the domain
Qt. In the case of outer domain we have just to replace all v; by 2 — ;.
First we suppose Z,,, = . Then

G(Q) =GO J[ ¢, cely, (5.23)
j=1
o vj for %< v, - _ . -
;. ._{ e e @O=GOC, o= T

C]‘gEow
v;>1

(see (5.22) and (1.93)—(1.95)). Due to Corollary 4.2 equation (1.50) is FRED-
HOLM in L,(T'y) if and only if conditions (1.94) hold and then

Ind A= ind Gy =0 = do1

CiEEow
2] >1
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(see (5.23)). Proposition (1.95) follows because the equivalent RIEMANN—
HiLBERT BVP (1.55) has non-negative index o > 0 and has the trivial
kernel dim Ker A = 0 (if the index is positive, BVP (1.55) would have the
trivial cokernel dim Coker A = 0; cf. [GK1, Kh1, Mul]).

Now let Z,, # 0 and consider equation (1.50) for go € Ly(T'1,ZEpw),
¢ € Lp(T'1) or, what is equivalent, consider operator (1.93). We should
start by proving boundedness of (1.93). First note that due to Lemma 1.25
the operator

G-1 =
TK : Ly(T) — PC(T) C Lp(T, Zpw)

is bounded and since is one-dimensional influences neither the FREDHOLM
property nor the index of the operator

G -1
2

Therefore, in what follows, we ignore this summand in the operator A and
put

A=P +G(OPr + K.

A= P +GOP .

Let Flij ={¢eTl : £Im(¢/¢) > 0} be the semi-circles having +(; as
endpoints and Xgij (¢) be the corresponding characteristic functions (¢ € I'y).

Boundedness of the operator in (1.93) follows from the boundedness of
the restrictions

Ag; = (= xe) T+ gixe; Axe; g0 ' T+ Lyp(Tig;) — Lyp(Tag;, {¢G}) 5 (5.24)

_le+glr
91(¢) = C+¢
for all (; € Eoy. Easy to ascertain that if
e, (0) = GG = OXE () + GG +OxE(©),
then
G(Q) =G, () =0(¢—¢Gl) as (= ¢ €Bow. (5.25)

Due to Lemma 1.22 the operator
A — A% = qi[G(CQ) — Gg;1Prgi' T = Ly(Tig) — Ly(Ty, {G)),
AL =P+ GG P Joy T (5.26)

is bounded. Moreover, if € > 0 and x¢, . is the characteristic function of
the neighbourhood T'y¢; . C I'1¢;, contracting to {(;} as € = 0, then

IX¢; e (Ag; = AL |L(Lp(T1), Lp(Tr, {G 1)

< Mollxg;.(G = Gg)) | Loo (T,
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which yields
lim [[xc, < (Ag, = A2 £(Ly(T1), LTy AGD) =0 as =0

since 6 > 0 is arbitrary. Thus, boundedness of operator (1.93) follows from
the boundedness of the operator

AL Lp(Th) — Lp(T1, {G)) -
The boundedness of A°, in its turn, follows from the estimates
Ve, AL 0| L (T < Mjllp| Ly (T, Mj < oo forall ¢ €y

(see (1.90), (1.92)).
We can suppose, that

G, (Q) = e’ for Cery (5.27)
ER Y for (eTy '

In fact, the operator
Bj =P} + G (¢ - 0)Pp, (5.28)

has constant coefficients G(¢; — 0) =const# 0 and due to the following
well-known properties of the singular projections

(PEY =P, PLPr =P Pt =0, PL+P=1I (5.29)

is invertible B; ' = P\ +G((; —0)Py,, B;'B; = B;B; ' = I. Therefore it
suffices to prove boundedness of the operator

ABj = P{. + G 7' (¢; —0)GPr, : Ly(T1) — Ly(T1,E0w) (5.30)

instead of (1.93). The coefficient G°(¢) := G~(¢; — 0)G(() of the operator
(5.30) has limits G°(¢; — 0) = 1 and G°(¢; +0) = e and corresponding
local representative ng (¢) has the form (5.27).
Let us apply the isomorphisms Z,¢;, = 2,2, defined in (3.31)—(3.36).
Since
AO,C;‘ = 2pg Agjzggi = %(I"‘ ZPCjQISFlgflzgjgi)
1

2
er’ 0 —1 o
s V] u- gz Ga

it suffices to find Z,¢; g1 Splcj g;lz;é. Applying (3.44) we proceed as follows

! P

[ [, @)

J

¢, ()

1 1
29151, 9 1Z¢j11/}(a7) —
—o0

¢ (
¢ (

RNy T

mi y—zx

y) 2, (W)e(y)dy
x) #,; (y) — 2, ()




and further
Sp
Zpe, Splzp—é = Z,(Z,, SFIZ;)Z;l =
NI)

where

o0

=/
i

—0o0

e™ 7 p(y)dy
1—e(z—y)

Spp(x) =

103

_ 0
=we,

s,(\) = coth (3 n A) . AzeER

p

e™ 7 p(y)dy

1 (o0}
_ 1 _ 170
Npcp(a:) - Ti / 1+6_(w_y) _Wnpa
—00
1
ny(A) i= —— . (5.32)
sinh 7 (% + /\)
Easy to ascertain that
1 24 10,2
. 0 2=1 _ | s(I+Sy)+er's(I-S,) s(er'—1)N,
AO,C]' = PCjAC]—ch]— = { 2 p 0 2 2 2 7 P
= Wiao (¢, (5.33)
(see (5.31)—(5.32)), where Ag((j, ) is the symbol. Since
cosh z sinh w — sinh zcosh w = sinh(w — 2), z,w € C,

we find the symbol

Ao(Ci,A) == [ erl |:COSh 2i— sinhogicothw (% + )\)]

Z{__ sinhw) E%i sinh %i
sinhw(%+/\) sinhw(%+)\)
0 1

®
[N

Applying (3.30), (3.32) we get

~ ~ —%ivoo _
ZPCjVCijgi = g]VOOI:g] |: ¢ 0
Ty = e ! [1 - g:l()\)] g\ -1 _ efﬁii
' 0 0 0

sinh w(%+)\)

=; sinh T3
er ——P—
1 ‘|

(5.34)

KOO :| +R;=giW5, + R; (5.35)

;)

Sl



104

(see (3.8)). From (5.33) and (5.35) we have
ZPCJ‘ lN}Cj A(C)jgo = gJ'f}OOAO,Cj (¢1, ¢2)T + RjAO,Cj (¢1, ¢2)T = (VOOWz?u‘ h
WBZJ- ¢2’ O)T = (Wl?l] 1:01 + Wb2j ¢27 O)T + RjA07Cj (1:01’ ¢2)T ) (536)

where (¢1,¢2)T = chjcp and

. sinh 7w\ O —isinh
alj(/\) - sinh 7 (% + )\) ’ bl](/\) - Asinh (% + )\) ’ (5.31)
sinh = i [sinh 2i —sinh 7 (£ +2)]

agj()\) = s bgj()\) = y

sinh (ﬁ +A) )\sinhvr(%+)\)

because Vo, = W;_l -I= W;—l,l (see (3.23)) and g='(\) — 1 = —i/\.

The functions by;()\) satisfy conditions (3.4) and, therefore, by; € PC,(R).
This yields the estimate

Ve AL 0| Ly (TN < 1125 1 2, Ves A2 | Lo (RY))| (5.38)

= 112, 195 Voo Avg; (91, 2) T | Lo (R)I| + (| Ry Ao, (w1, 92) T | L (R)

<NZE0 | D0 Mg Wa, vr Ly R + [1R; Ao,; (%1, 42) T | L5 (R)

k=1,2
T 2 _ 0 2
< M1, 92) LR (R = M| Zp¢, 0| Ly (R)]] < Mjllp| Ly(Tagy)Il -

Estimates (5.30) follow and imply the boundedness in (1.93).

To prove the FREDHOLM criteria (1.94) we apply the localization method,
due to I.GOHBERG and N.KRUPNIK (see [GK1, RS1]) modified for operators
between two different spaces (see [Du9, §3]). We skip over exposing details
of the method because they are well-known and even modified version is
operating with similar objects—localization classes, local equivalence, local
representatives, local invertibility etc.

We choose a standard covering system of localizing classes {M¢}cer,,
where M consists of all multiplication operators v/ by smooth functions
v e C®(Ty), |v)] <1 (teTly) which are equal 1 in some neighbourhood
of (. Boundedness of operators vI € M, in the space L,(I'1) is trivial,
while in L, (T'1.E) follows from Lemma 1.22. Another essential property—
compactness of commutators

[vI,Al =vA — Avl : L,(T1) — Lpy(T1.20w),
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which is a bounded operator already, follows from the well-known criteria
of compactness in L,(I'y) space modified with the help of Lemma 1.22

e

/[r/“OgC GG TP |d7'|} 1dC| < oo,

since the kernel k((,7) of the commutator [vl, A] is a uniformly bounded
function.

As a local representative of A at a regular point (o # (1, - . - (, we choose
the following operator

A A, =P C+G()Pr, s Ag + Ly(Ty) — Ly(Ty) (5.39)

with the constant (“frozen” at () coefficient. This operator is invertible
At =P+ GH(G) Pr, (see (5.28), (5.29)).

Before localizing at the point (;, where the coefficient has discontinuity
G(¢;+0) # G;(¢;—0) # 0 let us simplify the operator by taking composition
with the invertible operator B; in (5.28). The composition AB; has the
same image Im A; = Im A and due to invertibility of B; we can consider
the composition

Aj =P +G (¢ —0)GPr : Ly(Ty) — Ly(T1,Z00) (5.40)

instead of (1.93). The local representative of the operator (5.40) at the
point (; € I'y is chosen as follows

M 0 + 27rl/ i+ —
Ap <A = alP G PRor T Ge(t) = €TINS + XL (5.41)

- (5+)
vi=——1\= ST NE
J P P J J

since G~ 1(¢;—0)G(¢;+0) = e*™i* (see (5.18) and note that in (5.24)(5.27)
we have taken the outward peak which means v; = 0); in in (5.41) are the
characteristic functions of the semi-circumference £ Im ((/¢;) > 0.

The localized operator A?Yj7<j should be considered in the appropriate
local spaces:

AE)YJ!C] : Lp(I‘l) — Lp(I‘l) if 0< Vi < 2,
(5.42)
A&Cj : LP(Fl) — L;D(Fla{CJ}) if Yi = 0, (i'e'a CJ € Eow) .
The lifted operators (cf. (5.33))
Ay = 2o AY, ¢ 200 = Ly (R) — Ly(R) if 0<v;<2,
(5.43)

Aog; = Zp; A ¢, Z e "= L2(R) — L3(R,{o0}) if 7, =0
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are convolutions
Ay = WBL,]. (¢5y0) (5.44)

(cf. (5.33)) with the symbols

LI+ s,(\)) +e2™itl(r — g () Lig2mvit _ 1)p (A
(3 = | BT 50—y O0) 3 ) |
i [ sinhﬂ'(ifu]-z#/\) sinh v, i
emvit () —\p - i L'J
= |: 0 1 :| smh7r(;+/\) smhﬂ'(p+)\) ]
o™it () [ Sinhﬂ(A—(%.+C¥j)’in) sinhw[%—(%—l—aj)’yj]
— sinhﬂ'(%+>\) sinhﬂ(%+>\) . (545)
0 1 0 1

The operator A, ¢, = Wgy_ (¢;,) for vj # 0 is invertible in L2(R) iff

Aol 0 =it (- (%.+ s)s) #0= <1+%~> v #1, (5.46)
sinh (% + /\) p

as it follows from (5.45) and (2.5). Condition (1.94) is justified.
Now let ; = 0; then v; = % and (see (5.45))

ept__sinhmA e%z sinh '%i
Ao (G, A) == sinhw(£+2) sinh (1 4+X) (5.47)
0 1

(cf. (5.36), (5.37)). The operator

o[ 8] e )
=W : L2(R,{o0}) — L2(R), wo()) := { 6_?7 —% } (5.48)

arranges an isomorphism (see (1.92) and (5.35)). Therefore, the operator
Ap,¢; in (5.43), (5.44) (the case v; = 0) is equivalent to the operator

Ve Wot59 = WoWooicso) = Whige,) ¢ La(®) — LA(R),  (5.49)

Gio
where
[ (A—i) sinh A (A—i)[sinh%i—si'nhw(%ﬁ-}\)]]
A5 (Gjs A) i= vo(N) Ao (G, ) = [ ASi“hf(f)(é“) ASinhfi(éﬂ) J
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Obviously, Aj((j,-) € PCR**(R) (see (3.4)) and
(A — ) sinh A

det Ay(¢j,A) = :
Asinh 7 (% ¥ A)

#0 forall AeR.

W AL(,) 18 invertible in Lg(]R) and yields invertibility of the local represen-

tatives A, in (5.42) for all ¢; € S,u.

Thus, under conditions (1.94), all local representatives of the operator
(1.93) are invertible, which implies that (1.93) is FREDHOLM.

To prove the index formula (1.95) we recall the representation (5.23)
and arrange a homotopy sending the function G(() to

9Q) =9 [ (), ¢eT, (5.50)
(i €Eow
where the functions go({) and g;({) have the same images (accept the same
~ 1
values) as G((¢) and glcg;, , respectively, when ¢ ranges over I'y (we remind
that v; = v; = % as soon as y; = 0). More of this, supports of go — 1 and of
g; — 1 are “squeezed” and belong to I';g and I'¢;, respectively. Therefore,
supp (gr — 1) N (()supp (g —1):=0 forall k#j |,

go € Cl(Fl), ind go = ind éo =0. (551)

g €C'mN\{GY, Hecry), ndd=o.
< <
To arrange such homotopy we just define

9 ¢
Gol0) = Go(0) l“’—(ol 11 {"2—“)} ¢ I & 652
G

GO(O ¢ €Cow ’ (€8 ow

~ 1

for 0 < ¢ < 1. Since the functions [go(¢)/Go(¢)]” and [gj(C)/CC"j]ﬁ are

continuous for all 0 < ¢ < 1 (see (5.51)) and the exponents (1 — 9)v;

continue to satisfy conditions (1.94) when ¢; ¢ Zo., we get the operators
Ag =P +GyPr, : Ly(T1) — Ly(T1,Z00)

which are FREDHOLM for all 0 <1 < 1. Then these operators maintain the

index
Ind A= Ind Ag = Ind A; = Ind (Plf1 +GiPp). (5.53)

Due to the disjoint supports of g; — 1 (see (5.51)) we get

A = Ppt +Gi P = Dog-el—”[ Dj,

Dy = PF; +g0PF_1 : Lp(Fl) — Lp(rl), (554)

Dj =P +g;P, : Ly(T1) — Lp(T1,{G})
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and the operators commute D;Dj, = Dy D;. Therefore

Ind 4y =Ind Do+ Y IndDj=indGo+ » 1IndD; (5.55)

(i EEow G €8ow
and to justify the index formula (1.95) we just have to show that

Ind D; =0 forall (€ Zoy. (5.56)

1
By the condition the image of g;(() coincides with the image of (; 1(5_
which means that

2z
lg; (Ol =1, g;(G—0)=er", g;(¢;+0)=+1. (5.57)
Let us consider the operator

He, =1+ zpfé W Zpe, = z;é Wi Zoe; @ Lp(T1) — Lp(T1,{¢})

ptA »l
1+7{(/\):[e > 61 ] (5.58)

The lifted operator (see (3.37)—(3.40))
ZpeHe 2ot = Wiy ¢ Lp(R) — Lp(R, {o0}) (5.59)

is invertible. In fact,

14 HO = il el RGN

(cf. (5.48)) and therefore Vo, in (5.48) is the inverse operator to (5.58)
VoW = Wi 14y = 1 (5.60)

(see (3.23)).
For the parameter-dependent operator

Ry = (1-9)B;—9e" H¢, : L,(T1) — Ly(T1,{¢}), 0<9<1, (5.61)

where 2% < 1 < 27 will be chosen later, the local representatives for ¢, ¢
=, read
Zow Tea

M, _ - i
Ry ~° Ry = g7 (1= 0) P + (1 —0)g;(Co)Pr,Jon I — 9e T

=gy (1 =9 = 9" ) P+ [(1 = 9)g;(Go)llgr — De] P,
i Lp(Ty) — Ly(T1), (5.62)
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while for ; € E,, we get

M -1 + -
Ry ~" Ryc; =gy (A=) P + (1= 9)G¢; (o) Pr 191!
—z9eﬂizp—5 Wi Zpe,

= 2,0 Wiy 2, © Lp(Th) — Ly(T1, () (5.63)

(cf. (5.39), (5.41), (5.42)~(5.47)), where G¢;(¢) = +1 for Im ((¢;*) > 0
and G¢, (¢) = e for Im (CCJ-_I) < 0 (cf. (5.27), (5.41)) and
Ro(CjA) = (1 = 9)A(E, \) — Dl 1+ H(N)]. (5.64)

The operators Ry ¢, in (5.62) are invertible having constant non-vani-
shing coefficients

L=9(1+er) £0, (1—-19)g;(¢o) —Fe* #0 forall 0<I<1, (o #(

provided g > 7 (we remind that g;({p) = e** with 27“ < p < 27 is impossible
since (o # (j). The inverse operator is written as in (5.28)—(5.30).

The operators Ry ¢; in (5.63) are also invertible because the lifted oper-
ators

WRocsy = Zoci Roc; 2 = Ly(R) — L3(R, {o0}) (5.65)

are invertible. To verify this we should apply the isomorphism Voo from
(5.48)
Vo WRci) = Wanro(csr) * Lo(R) — Ly(R) (5.66)

(see (3.23)), where
N Ro (G, N) = (1= 9 A (G, A) = de oo (W)L +H(N)]
= (1= 9)Ag(¢, A) — 9T

sinh %i—sinh TI'(%-"-)\)
Asinh7(£+2)

_|a —19)% — et (1 —9)(\—1i)

1—9(1 + ")
(see (5.49), (5.60)). The image of the function
— {)sinh inh Asinh A cos T — coshn A sin
hy(\) = (A—1) s1r}1 ™A _ s1n/\7r/\ P | ’ P
/\smh7r(%+/\) ‘Sinhﬁ(%+)\)‘

_sinh7A cos 7 + Acosh A sin 7
-l - 2 ) hp(/\) = hp(_/\)
sinh 7 (% + /\) ‘
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on the complex plane C when A ranges through R is a continuous curve

connecting points hy(£o0) = e*%% on the unit circumference and passing
through h,(0) = —zI= < 0 on the negative semi-axes. Easy to ascertain,

that £ <arg hy(A) <27 — 7 and the constraints
2
max{w,27r— E,—W} <p <27
p p

on the parameter p ensure the ellipticity
det vo(N)Ry(¢j, A) = [(1 = 9)hyp(N) — 9et][1 — I(1 + e#)] # 0
forall 0<9<1, AeR,

which yields invertibility of the operator in (5.66) (see (2.5)).

Thus, the operator Ry in (5.61) depends on the parameter ¥ € [0, 1]
continuously and connects the operator B; with the invertible one —e*H,
in the group of FREDHOLM operators, which yields equality of indices

Ind Bj = Ind Ry = Ind Ry = Ind H¢; =0.

5.4 Proof of Theorem 1.23

First suppose I has no peaks T, = 0.

Let us write the symbols of equations (1.39) and (1.40) in the spaces
X™(T,p) = WM(T,p), H), (T, p),C(T, p), PC™(T, p) according to (4.6),
(4.10) and (4.28)

1] £1 O -

- it At b,

pl 0 +1 b
(AL)xm,p) (8, A) :=

1 +1 /Hm,j(/\) . .

sl "] e

where m = 0,1, §; is defined in (1.79) and

sinh (1 — v;)(iB; — mi + )
sinh w(if; + A)

Hom,j(A) = (5.67)

According to Theorems 4.1, 4.3 and 4.6 equations (1.39) and (1.40) are
FrEDHOLM in X™(T, p) if and only if

. 1.
)1‘161{3i | det (AL )xm(r,p) (t,A)| = 1 ;\Iel@fR |1 —H2, (V)] #0. (5.68)
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Invoking the formulae
sinh? @ — sinh? b = sinh(a — b) sinh(a + b),
sinh(a + 27k) =sinh a, a,b€C, k=0,%1,....
we find easily

sinh? 7(i3; + \) — sinh? (1 — ;) (i8; — mi + \)
4sinh® w(iB; + )

(1= H5,; (V) =

ANy

_sinh7[(2 — ;) (iB; + A) — mi + 2v;i] sinh 7, (i8; + A — mi)
sinh? 7(if3; + \)

_sinhm(2 = v;)(iB; + A — mi) sinh 7y, (iB; + A — mi)

= . 5.69
sinh? 7(if3; + \) (5.69)
Due to (5.69) condition (5.68) holds if and only if
(Q—Wj)(iﬁj +/\—mi) #0,+1,..., ’Yj(iﬁj +/\—mi) #0,+1,....
Since 0 < 8; < 1, m = 0,1 the latter conditions can be written as follows
0 .
vj if m=0,
. 5.70
@#{1—ﬁ if m=1. (570)

and the condition of the theorem is justified.

On the other hand due to (5.70) the group of non-degenerate symbols
(5.68) is divided in four homotopy groups (two for each m = 0,1); the
symbols inside each group have equal indices and it suffices to find the
value for one representative of the group. Since

1 1
et (A (e p) (8:0) = 11 = H3u O] = 711 = g V][ + Ho ;)]
it is sufficient to investigate simpler functions 14 H,, j(A). Images on the
complex plane of representatives

% , m=0,1
are plotted on Fig. 7-Fig.10 in Appendix. The result can be summarized
as follows:
0 for Bi<1l—%Y andm=0,
-1 for Bj>1—9Y andm=0,
ind det (Ai)xm(r’p) (t;) = 1 for B < ~9 and m = -1,
0 for B; >+? andm = —1.
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From Theorems 4.1, 4.3 and 4.6 we get the index formula (we remind that

Tor = 0)

Z 1 for m=0,

: 4

Ind Ay =—  ind det (As)xmr. ) (tj,-)= i
+ JZ:; (AL)xm(r,p) ()5 ) S 1 formet

t; €T
B <I—7;

(see (1.81)).

Now we need information about the kernels dim Ker A4 to derive the
remainder equalities in (1.81).

Solvability results follow from from (1.81) provided (1.82) or (1.83) hold.

First of all note, that due to Lemma 1.21 it suffices to establish values
of dim KerxA4 and dim Coker x A4 only for one space among those where
operators A4 have equal indices.

Equalities dim Ker AL = &4, dim Coker A_ = e4 under condition
(1.82) and, in general, equalities in (1.81) can be derived from the equiva-
lence of BVPs and our BIEs stated in Theorem 1.12 by invoking Remark
1.10, Lemma 1.15 and equivalence of BVPs with the RIEMANN—HILBERT
problem, stated in Theorem 1.16, because either the kernel or the cokernel
of the RIEMANN-HILBERT problem (and of characteristic singular integral
equation) are trivial (see [Dul, GK1, Kh1]).

If one of conditions of the theorem is missing we can apply above men-
tioned equivalence with the RIEMANN-HILBERT problem to find that our
BIEs are not FREDHOLM. Moreover, since in all cases the kernels and coker-
nels are finite dimensional dim Ker Ay <n+1 and dim Coker A%} <n+1,
the images Im AL can not be closed.

Now suppose I' has peaks T,i # 0.

Localization method applied in §,5.3, can be applied in the present sit-
uation as well. Due to Corollary 1.7 local representatives of operators A
in (1.39) at to & Tpi are

My, 1
Ap X £o1

and are invertible in L, (T").

At the inward peak #; € T;,, we should localize the operator AL to the
same one, but replace the curve I by a new one £; which coincides with I
in the vicinity of ¢; and has ¢; as a single outward peak. Therefore we can
suppose, without restricting generality, that T has a single knot T = {¢;},
which is either an angular point or an outward peak.

WARNING! While changing from the inward peak to outward, we change
the orientation of the curve. Then operators A4 and By are replaced by
FA+ and FBx, respectively. We should also interchange one-side neigh-
bourhoods I';; and Fz; which leads, due to non-equal rights of these neigh-
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bourhoods in the definition of the space L,(T, p, Tiw) (see (1.76)) to differ-
ences, which should be taken into consideration.

Due to Lemma 1.13 the Riemann-Hilbert problem is surjective and we
can enjoy equivalent reduction of (1.39) and of (1.44) to the corresponding
BVPs (1.6)—(1.8) for the domain Q7 justified in Theorems 1.12 and 1.14.
Due to equivalence established in Theorems 1.16 and 1.17 we find that
equation (1.39) is equivalent to (1.50) while (1.44)-to (1.60). By applying
Theorem 1.26 and 1.29 we accomplish the proof of Fredholm properties.

The same equivalence can be used to prove the index formulae for the
case of one knot. In case of multiple knots we can use exactly the same
approac as in (5.51)—(5.54) and reduce the proof to the case of one knot.

For equations (1.40) and (1.45) we make conclusions as for dual equations
to (1.39) and to (1.44), respectively.

As for dim Ker Ay and dim Ker By in (1.39)—(1.40) and in (1.44)-
(1.45), the formulae can be derived from the index formulae and above
mentioned results on kernels in L, (T") spaces (see Remark 1.10). L]

Remark 5.11 Due to Lemma 1.21 any integrable solutions @1 € L,(T, p)
of integral equations (1.39) and (1.40) are continuous (are HOLDER contin-
uwous with the exponent 0 < p < 1 or even belong to the ZYGMUND space
Z*(T") for 0 < v < 00) provided the right-hand sides are continuous (belong
to H*(T) or to Z"(T'), respectively and, in the latter cases, T' sufficiently
smooth,).

Moreover, invoking Theorem 5.8 we find that the solution u(z) to the
DIRICHLET BVP (1.6), (1.7) is continuous on QF (is HOLDER continuous
with the exponent 0 < u < 1 or even belongs to the ZYGMUND space Z"(T)
for 0 < v < o0) provided the same condition holds for the date g(t) on T.

Similar assertions for Ly-spaces and continuous solutions can be found
in [Mi2, § 14] and in [Mal, Ch. I, Theorems 3 and 5].

Remark 5.12 Non-equal rights of curves F?; in the definition of the space
L,(T, p, Tpr) in (1.76) originates in the behavior of the convolution opera-
tor with 2 x 2 matriz symbol which is a local representative of the bound-
ary integral operator and can easily be traced in the proof of Theorem 1.26
in §5.3 (see (5.42)~(5.47)). Difference of conditions on the function ¢ €
L,(T, p, Tpr) at outward and inward peaks in the definition (1.76) reflected
in €; = £1, is due to the above-mentioned non-equal rights of curves I‘?;
and can be explained by the change of domain QF to some outer domain by
localization to make an inward peak outward (see the proof of Theorem 1.23
above).
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Appendix

sin
sin n(%—ik)

ind Bj =1

1 L

| 1 Lo 01k 1 Lo
05 0% 06 06 07 075 08 08 09 0% 0 11 115 12 1% 13 1% 14 14 15

sinh Z (£+4+X
I—H](A)ZI—W 1+H]()\):1+
ind (1 -#12) =0

Fig. 7

sinh Z (£+4X)
sinh Z (£+4))
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