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Abstract. Some algorithms are given and applied in an appropriate computer environment to solve
approximately the initial value problem for scalar nonlinear Caputo fractional differential equations
on a finite interval. Various schemes for constructing successive approximations are suggested. They
do not use Mittag–Leffler functions and as a result the practical application of the algorithms is
easier. Several particular initial value problems for Caputo fractional differential equations are given
to illustrate the advantages of the iterative techniques.∗
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ÒÄÆÉÖÌÄ. ÌÏÝÄÌÖËÉÀ ÆÏÂÉÄÒÈÉ ÀËÂÏÒÉÈÌÉ ÓÀÓÒÖË ÉÍÔÄÒÅÀËÆÄ ÊÀÐÖÔÏÓ ÓÊÀËÀÒÖËÉ
ÀÒÀßÒ×ÉÅÉ ßÉËÀÃ-ßÀÒÌÏÄÁÖËÉÀÍÉ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏËÄÁÄÁÉÓÈÅÉÓ ÓÀßÚÉÓÉ ÀÌÏÝÀÍÉÓ
ÌÉÀáËÏÄÁÉÈÉ ÀÌÏÍÀáÓÍÉÓ ÓÀÐÏÅÍÄËÀÃ ÃÀ ÌÀÈÉ ÊÏÌÐÉÖÔÄÒÖËÉ ÒÄÀËÉÆÀÝÉÀ. ÛÄÌÏÈÀÅÀÆÄÁÖ-
ËÉÀ ÌÉÌÃÄÅÒÏÁÉÈÉ ÌÉÀáËÏÄÁÉÓ ÌÄÈÏÃÉÈ ÀÌÏÍÀáÓÍÉÓ ÀÂÄÁÉÓ ÓáÅÀÃÀÓáÅÀ ÓØÄÌÀ, ÒÏÌÄËÉÝ ÀÒ
ÉÚÄÍÄÁÓ ÌÉÔÀÂ-ËÄ×ËÄÒÉÓ ×ÖÍØÝÉÄÁÓ, ÒÉÓ ÛÄÃÄÂÀÃÀÝ ÀËÂÏÒÉÈÌÄÁÉÓ ÐÒÀØÔÉÊÖËÉ ÂÀÌÏÚÄÍÄÁÀ
ÉÏËÃÄÁÀ. ÉÔÄÒÀÝÉÖËÉ ÌÄÈÏÃÄÁÉÓ ÖÐÉÒÀÔÄÓÏÁÉÓ ÓÀÉËÖÓÔÒÀÝÉÏÃ ÌÏÚÅÀÍÉËÉÀ ÒÀÌÃÄÍÉÌÄ
ÊÏÍÊÒÄÔÖËÉ ÓÀßÚÉÓÉ ÀÌÏÝÀÍÀ ÊÀÐÖÔÏÓ ßÉËÀÃ-ßÀÒÌÏÄÁÖËÉÀÍÉ ÂÀÍÔÏËÄÁÄÁÉÓÈÅÉÓ.

∗Reported on Conference “Differential Equation and Applications”, September 4-7, 2017, Brno
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1 Introduction
Various processes with anomalous dynamics in science and engineering can be formulated mathemat-
ically using fractional differential operators because of its memory and hereditary properties [6, 13].
There is only a small number of fractional differential equations, including linear equations with
variable coefficients, which can be solved in closed form and this causes some problems in practical
applications.

This paper considers an initial value problem for a nonlinear scalar Caputo fractional differential
equation on a closed interval. Several iterative techniques combined with the method of lower and
upper solutions are applied to find the approximate solution of the given problem. Mild lower and mild
upper solutions are defined. Several algorithms for constructing two convergent monotone functional
sequences are given and we prove that both sequences converge and their limits are minimal and
maximal solutions of the problem. When the right-hand side of the equations are monotone functions
with respect to the time variable, the elements of these sequences do not depend on Mittag–Leffler
functions and they can be obtained in closed form with the help of an appropriate software such as
Wolfram Mathematica.

We note that iterative techniques combined with lower and upper solutions are applied in the
literature to approximately solve various problems in ordinary differential equations [11], second order
periodic boundary value problems [5], differential equations with maxima [1, 7], difference equations
with maxima [3], impulsive integro-differential equations [8], impulsive differential equations with
supremum [9], differential equations of mixed type [10], and Riemann–Liouville fractional differential
equations [4, 16].

2 Preliminary and auxiliary results
The Caputo fractional derivative of order q ∈ (0, 1) is defined by (see, for example, [13])

c
t0D

q
tm(t) =

1

Γ(1− q)

t∫
t0

(t− s)−qm′(s) ds, t ≥ t0. (2.1)

Let t0 be an arbitrary initial time. Usually we think of the independent variable t as time in
differential equations, so we will assume t0 ∈ R+.

Definition 2.1 ([15]). We say m(t) ∈ Cq([t0, T ],Rn) if m(t) is differentiable (i.e., m′(t) exists), the
Caputo derivative C

t0D
qm(t) exists and satisfies (1) for t ∈ [t0, T ].

Consider the initial value problem (IVP) for the nonlinear Caputo-type fractional differential equa-
tion (FrDE)

C
t0D

q
tx(t) = f(t, x(t)) for t ∈ [t0, t0 + T ],

x(t0) = x0,
(2.2)

where q ∈ (0, 1), x0 ∈ R, f : [t0, t0 + T ]× R → R, x : [t0, t0 + T ] → R.
Any solution x = x(t) of the IVP for FrDE (2.2) satisfies x ∈ Cq([t0, t0 + T ],R).
If x(t) is a solution of the IVP for FrDE (2.2), then it satisfies the following Volterra integral

equation

x(t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, x(s)) ds for t ∈ [t0, t0 + T ] (2.3)

and, conversely, if x ∈ Cq([t0, t0 + T ],R) is a solution of (2.3), then it is a solution of the IVP for
FrDE (2.2).

Definition 2.2. We say that the function x ∈ C([t0, t0+T ],R) is a mild solution of the IVP for FrDE
(2.2) if it satisfies equation (2.3).
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Remark 2.1. The mild solution x(t) of the IVP for FrDE (2.2) might not have a fractional derivative
C
t0D

q
tx(t).

Let τ0 ∈ R+, τ0 ̸= t0 be a different initial time. Consider the following IVP for FrDE similar to
(2.2) but with a different initial time (ITD):

c
τ0D

q
tx(t) = f(t, x(t)) for t ∈ [τ0, τ0 + T ], x(τ0) = x0. (2.4)

The change of the initial time reflects not only the initial condition but also the fractional derivative
on the solution.

Example 2.1. Let t0 = 0, τ0 = 1, q ∈ (0, 1) and consider two initial value problems with initial time
difference for scalar Caputo fractional differential equations

c
0D

q
tx(t) =

t1−q

Γ(2− q)
for t > 0, x(0) = x0 (2.5)

and
c
1D

q
tx(t) = x

t−q

Γ(2− q)
for t > 1, x(1) = x0. (2.6)

Let f(t, x) = x t−q

Γ(2−q) .
The solution of (2.5) with x0 = 0 is x(t) = t, t ≥ 0. The solution of (2.6) with x0 = 0 is given by

x̃(t) =
1

Γ(q)

t∫
1

(t− s)q−1s ds ̸= t = x(t), t ≥ 1.

Therefore, the shift of the fractional derivative changes the solution.
Note that for y(t) = t− 1 = x(t− 1) we get c

1D
q
t y(t) =

(t−1)1−q

Γ(2−q) , i.e., c
1D

q
t y(t) = f(t− 1, y(t)). This

result is theoretically proved in the following Lemma.

Lemma 2.1 ([2, Lemma 3.1] (Shift solutions in FrDE)). Let the function x ∈ Cq(R+,Rn), a ≥ 0, be
a solution of the initial value problem for FrDE

c
aD

q
tx(t) = f(t, x(t)) for t > a, x(a) = x0. (2.7)

Then the function x̃(t) = x(t+ η) satisfies the initial value problem for the FrDE
c
bD

q
t x̃(t) = f(t+ η, x̃(t)) for t > b, x̃(b) = x0, (2.8)

where b ≥ 0, η = a− b.

Remark 2.2. Let y(t) be a solution of the IVP for FrDE (2.4) for t ≥ τ0. Then according to
Lemma 2.1, c

t0D
q
t y(t+ η) = f(t+ η, y(t+ η)) with η = τ0 − t0.

Let θ0 ∈ R+, θ0 ̸= t0, θ0 ̸= τ0, be a different initial time. Consider the following IVP for FrDE
c
θ0D

q
tx(t) = f(t, x(t)) for t ∈ [θ0, θ0 + T ], x(θ0) = x0. (2.9)

Note that the IVP for FrDE (2.9) is similar to (2.2) and (2.4) but with different initial times and,
proceeding from the above, they may have different solutions in spite of the same initial value.

3 Mild lower and mild upper solutions of FrDE
Following the ideas in [12], we present various types of lower/upper solutions of FrDEs.

Definition 3.1. We say that the function v ∈ C([t0, t0 + T ],R) is a minimal (maximal) solution of
the IVP for FrDE (2.2) if it is a solution of (2.2) and for any solution u ∈ C([t0, t0 + T ],R) of (2.2)
the inequality v(t) ≤ u(t) (v(t) ≥ u(t)) holds on [t0, t0 + T ].
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For any point t0 ≥ 0 and any function ξ ∈ C([t0, t0 + T ]) we define the operator ∆ by

∆(t0, ξ)(t) = ξ(t0) +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, ξ(s)) ds, t ∈ [t0, t0 + T ]. (3.1)

Remark 3.1. According to Definition 2.2, any mild solution x(t) of the IVP for FrDE (2.2) is a fixed
point of the operator ∆. Any fixed point ξ ∈ C([t0, t0 + T ]) of the operator ∆ is a mild solution the
IVP for FrDE (2.2) if ξ(t0) = x0.

Similar to Definition 2.7 [12], we present the following definition.

Definition 3.2. We say that the function v ∈ C([t0, t0+T ],R) is a mild lower (a mild upper) solution
in [t0, t0 + T ] of the IVP for FrDE (2.2) if

v(t) ≤ (≥) ∆(t0, v)(t) for t ∈ [t0, t0 + T ],

v(t0) ≤ (≥) x0.
(3.2)

Remark 3.2. A mild lower/upper solution of the IVP for FrDE (2.4) and (2.9), respectively, are
defined by Definition 3.2 where the initial time point t0 is replaced by τ0 and θ0, respectively.

Lemma 3.1. Let the function f ∈ C([t0, t0+T ]×R,R) be nondecreasing in its second argument, x(t)
be a mild solution of the IVP for FrDE (2.2) and v(t) be a mild lower solution on [t0, t0 + T ] of (2.2)
such that v(t0) < x0. Then v(t) < x(t) on [t0, t0 + T ].

Proof. Assume that the claim is not true. Therefore, there exists a point t∗ ∈ (t0, t0 + T ) such that

v(t) < x(t), t ∈ [t0, t
∗), v(t∗) = x(t∗) and v(t) ≥ x(t), t ∈ (t∗, t∗ + δ),

where δ is a small enough positive number. Using the monotonic property of the function f , we obtain

x(t∗) = v(t∗) ≤ v(t0) +
1

Γ(q)

t∗∫
t0

(t− s)q−1f(s, v(s)) ds

< x0 +
1

Γ(q)

t∗∫
t0

(t− s)q−1f(s, x(s)) ds = x(t∗), (3.3)

which is a contradiction. Therefore, v(t) < x(t) on [t0, t0 + T ].

Similar to Lemma 3.1, we have the following result.

Lemma 3.2. Let the function f ∈ C([t0, t0+T ]×R,R) be nondecreasing in its second argument, x(t)
be a mild solution of the IVP for FrDE (2.2) and w(t) be a mild upper solution on [t0, t0 +T ] of (2.2)
such that w(t0) > x0. Then w(t) > x(t) on [t0, t0 + T ].

Lemma 3.3. Let θ0 < t0 and the function f ∈ C(([θ0, θ0 + T ]∪ [t0, t0 + T ])×R,R) be nondecreasing
in both its arguments, x(t) be a mild solution of the IVP for FrDE (2.2) and v(t) be a mild lower
solution on [θ0, θ0 + T ] of (2.9) such that v(θ0) < x0. Then v(t − η) < x(t) on [t0, t0 + T ], where
η = t0 − θ0 > 0.

Proof. From Definition 3.2 and Remark 3.2, we have

v(t) ≤ v(θ0) +
1

Γ(q)

t∫
θ0

(t− s)q−1f(s, v(s)) ds, t ∈ [θ0, θ0 + T ], (3.4)
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or

v(t− η) ≤ v(θ0) +
1

Γ(q)

t−η∫
θ0

(t− η − s)q−1f(s, v(s)) ds, t ∈ [t0, t0 + T ]. (3.5)

Applying the substitution ν = s+ η to equation (3.5), we obtain

v(t− η) ≤ v(t0 − η) +
1

Γ(q)

t∫
t0

(t− ν)q−1f(ν − η, v(ν − η)) dν for t ∈ [t0, t0 + T ].

Define ṽ(t) = v(t− η) ∈ C([t0, t0 + T ],R). Therefore ṽ(t0) = v(t0 − η) = v(θ0) < x0 and

ṽ(t) ≤ ṽ(t0) +
1

Γ(q)

t∫
t0

(t− ν)q−1f(ν − η, ṽ(ν)) dν ≤ ṽ(t0) +
1

Γ(q)

t∫
t0

(t− ν)q−1f(ν, ṽ(ν)) dν,

i.e., the function ṽ(t) is a mild lower solution on [t0, t0 + T ] of the IVP for FrDE (2.2).
According to Lemma 3.1, the inequality ṽ(t) < x(t) holds on [t0, t0 + T ].

The proof of the following result is similar to that in Lemma 3.3 so we omit it.

Lemma 3.4. Let t0 < θ0 and the function f ∈ C(([θ0, θ0 + T ] ∪ [t0, t0 + T ])×R,R) be nonincreasing
in its first argument and nondecreasing in its second argument, x(t) be a mild solution of the IVP
for FrDE (2.2) and v(t) be a mild lower solution on [θ0, θ0 + T ] of (2.4) such that v(θ0) > x0. Then
v(t− η) > x(t) on [t0, t0 + T ], where η = t0 − θ0 < 0.

Similar to Lemma 3.3, using Lemma 3.2 instead of Lemma 3.1, we have the following results.

Lemma 3.5. Let t0 < τ0 and the function f ∈ C(([τ0, τ0 + T ] ∪ [t0, t0 + T ])×R,R) be nondecreasing
in both its arguments, x(t) be a mild solution of the IVP for FrDE (2.2) and w(t) be a mild upper
solution on [τ0, τ0 + T ] of (2.4) such that w(τ0) > x0. Then w(t + ξ) > x(t) on [t0, t0 + T ], where
ξ = τ0 − t0 > 0.

Lemma 3.6. Let t0 > τ0 and the function f ∈ C(([τ0, τ0 + T ] ∪ [t0, t0 + T ])×R,R) be nonincreasing
in its first argument and nondecreasing in its second argument, x(t) be a mild solution of the IVP for
FrDE (2.2) and w(t) be a mild upper solution on [τ0, τ0 + T ] of (2.4) such that w(τ0) > x0. Then
w(t+ ξ) > x(t) on [t0, t0 + T ], where ξ = τ0 − t0 < 0.

4 Main results
We study the case when the IVP for FrDE (2.2), defined on [t0, t0 + T ], has a mild lower and a mild
upper solutions defined on different intervals. We will call this case the initial time difference (ITD).
In the case when the right-hand side of the FrDE is a monotonic function we present two algorithms
for constructing successive approximations to the solution of the IVP for FrDE (2.2).
Case 1. The initial time of the mild lower solution is less than the initial time of the mild upper
solution.

Theorem 4.1. Let the following conditions be fulfilled:

(1) Let the points θ0, t0, τ0 : 0 ≤ θ0 ≤ t0 ≤ τ0 be given and the function v ∈ C([θ0, θ0+T ]) be a mild
lower solution of the IVP for FrDE (2.9) on the interval [θ0, θ0+T ] such that v(θ0) < x0 and the
function w ∈ C([τ0, τ0 + T ]) be a mild upper solution of the IVP for FrDE (2.4) on the interval
[τ0, τ0+T ] such that w(τ0) > x0. Let, additionally, v(t− η) ≤ w(t+ ξ) for t ∈ [t0, t0+T ], where
η = t0 − θ0 ≥ 0, ξ = τ0 − t0 > 0.

(2) The function f ∈ C(([θ0, θ0 + T ] ∪ [t0, t0 + T ] ∪ [τ0, τ0 + T ]) × R,R) and it is nondecreasing in
both its arguments.
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Then there exist two sequences of functions {v(n)(t)}∞0 and {w(n)(t)}∞0 , t ∈ [t0, t0 + T ], such that:

(a) The sequences are defined by v(0)(t) = v(t− η), w(0)(t) = w(t+ ξ) and for n ≥ 1

v(n)(t) = ∆(t0, v
(n−1)) + x0 − v(n−1)(t0)

≡ x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(n−1)(s)) ds for t ∈ [t0, t0 + T ] (4.1)

and

w(n)(t) = ∆(t0, w
(n−1)) + x0 − w(n−1)(t0)

≡ x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, w(n−1)(s)) ds for t ∈ [t0, t0 + T ]. (4.2)

(b) The functions v(n)(t), n = 0, 1, 2 . . . , are mild lower solutions of the IVP for FrDE (2.2).

(c) The functions w(n)(t), n = 0, 1, 2 . . . , are mild upper solutions of the IVP for FrDE (2.2).

(d) The sequence {v(n)(t)} is increasing on [t0, t0 + T ], i.e., v(k−1)(t) ≤ v(k)(t) for t ∈ [t0, t0 + T ],
k = 1, 2, . . . .

(e) The sequence {w(n)(t)} is decreasing on [t0, t0 + T ], i.e., w(k−1)(t) ≥ w(k)(t) for t ∈ [t0, t0 + T ],
k = 1, 2, . . . .

(f) The inequality
v(k)(t) ≤ w(k)(t) for t ∈ [t0, t0 + T ], k = 1, 2, . . . , (4.3)

holds.

(g) Both sequences converge on [t0, t0 + T ] and

V (t) = lim
k→∞

v(n)(t), W (t) = lim
k→∞

w(n)(t), t ∈ [t0, t0 + T ].

(h) The limit functions V (t) and W (t) are mild solutions of the IVP for FrDE (2.2) on [t0, t0 + T ].

(i) For any mild solution x(t) of IVP for FrDE (2.2) the inequalities V (t) ≤ x(t) ≤ W (t) for
t ∈ [t0, t0 + T ] hold, i.e., the functions V (t), W (t) are mild minimal and maximal solutions.

Proof. According to Lemma 3.3 and Lemma 3.5, if there exists a solution x(t) in [t0, t0 + T ] of the
IVP for FrDE (2.2), then v(t − η) < x(t) < w(t − ξ) for t ∈ [t0, t0 + T ]. We now prove the existence
of the solution and will give an algorithm for obtaining it.

Define v(0)(t) = v(t− η) and w(0)(t) = w(t+ ξ) for t ∈ [t0, t0 +T ]. Then v(0)(t0) = v(θ0) < x0 and
w(0)(t0) = w(τ0) > x0.

Then applying the substitution ν = s+ η, we get

v(0)(t) = v(t− η) ≤ v(θ0) +
1

Γ(q)

t−η∫
θ0

(t− η − s)q−1f(s, v(s)) ds

=v(t0−η)+
1

Γ(q)

t∫
t0

(t−ν)q−1f(ν−η, v(ν−η)) dν=v(0)(t0)+
1

Γ(q)

t∫
t0

(t−ν)q−1f(ν−η, v(0)(ν)) dν

≤ v(0)(t0) +
1

Γ(q)

t∫
t0

(t− ν)q−1f(ν, v(0)(ν)) dν, t ∈ [t0, t0 + T ], (4.4)
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Therefore, the function v(0)(t) is a mild lower solution on [t0, t0 + T ] of the IVP for FrDE (2.2).
Similarly, we prove that the function w(0)(t) is a mild upper solution on [t0, t0 + T ] of the IVP for
FrDE (2.2).

We use induction to prove the properties of sequences of successive approximations.
Let n = 1. From equation (4.1) we get v(1)(t0) = x0 and applying the monotonic properties of the

function f , we obtain

v(1)(t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(0)(s)) ds

≤ v(1)(θ0) +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(1)(s)) ds, t ∈ [t0, t0 + T ], (4.5)

i.e., the function v(1)(t) is a mild lower solution of the IVP for FrDE (2.9). Also,

v(0)(t) = v(t− η) = v(0)(t0) +
1

Γ(q)

t∫
t0

(t− ν)q−1f(ν − η, v(0)(ν)) dν

≤ x0 +
1

Γ(q)

t∫
t0

(t− ν)q−1f(ν, v(0)(ν)) dν = v(1)(t), t ∈ [t0, t0 + T ]. (4.6)

Assume v(k−1)(t) ≤ v(k)(t), k ≥ 1 and v(k)(t) is a mild lower solution of the IVP for FrDE (2.9).
Then

v(k)(t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(k−1)(s)) ds

≤ x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(k)(s)) ds = v(k+1)(t), t ∈ [t0, t0 + T ], (4.7)

and

v(k+1)(t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(k)(s)) ds

≤ v(k+1)(t0) +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(k+1)(s)) ds, t ∈ [t0, t0 + T ], (4.8)

i.e., the claims (b)–(e) are true.
By induction we prove the claim (f).
The sequences {v(n)(t)}∞0 and {w(n)(t)}∞0 being monotonic and bounded are uniformly convergent

on the interval [t0, t0 + T ]. Let for t ∈ [t0, t0 + T ] we denote

V (t) = lim
n→∞

v(n)(t) and W (t) = lim
n→∞

w(n)(t).

According to (b), (c) and (d), the inequalities

v(n)(t) ≤ V (t), t ∈ [t0, t0 + T ], W (t) ≤ w(n)(t), t ∈ [t0, t0 + T ], n = 0, 1, 2, . . . ,

V (t) ≤ W (t), t ∈ [t0, t0 + T ],
(4.9)
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hold.
Taking the limit in (4.1) and (4.2) we obtain the Volterra fractional integral equations

V (t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, V (s)) ds, t ∈ [t0, t0 + T ],

W (t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s,W (s)) ds, t ∈ [t0, t0 + T ].

(4.10)

Therefore, the limit functions V (t) and W (t) are mild solutions of the IVP for FrDE (2.2).
Let x(t) be an arbitrary mild solution of the IVP for FrDE (2.2). According to Lemma 3.3 and

Lemma 3.5, it follows that v(0) = v(t− η) < x(t) < w(t+ ξ) = w(0)(t) on [t0, t0 + T ]. Therefore, there
exists a number N ∈ N∪{0} such that v(N)(t) ≤ x(t) ≤ w(0)(t) for t ∈ [t0, t0+T ]. Then applying the
monotonicity property of the function f and the choice of N , we obtain

v(N+1)(t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(N)(s)) ds

≤ x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, x(s)) ds = x(t), t ∈ [t0, t0 + T ]. (4.11)

Therefore, V (t) ≤ x(t), t ∈ [t0, t0 + T ]. The rest of the proof is similar and we omit it.

In the special case when the right side part of the FrDE (2.2) does not depend on x, i.e., f(t, x) ≡
f(t), we have the following result.

Corollary 4.1. Let condition (1) of Theorem 4.1 be satisfied and the function f be nondecreasing.
Then for all n ≥ 1 the equalities v(n)(t) ≡ w(n)(t) ≡ x(t), t ∈ [t0, t0 + T ], hold, where the successive
approximations v(n)(t) and w(n)(t) are defined by (4.1) and (4.2).

Example 4.1. Let θ0 = 0, t0 = 0, τ0 = 2, T = 0.9 and consider the IVP for the scalar Caputo FrDE

c
0D

0.5
t x(t) = x+ 1 for t ∈ [0, 0.9], x(t0) = x0. (4.12)

Its solution is given by

x(t) = x0E0.5(t
0.5) +

t∫
0

(t− s)−0.5E0.5,0.5((t− s)0.5) ds for t ∈ [0, 0.9], (4.13)

where Eq(z) =
∞∑
k=0

zk

Γ(qk+1) and Eα,β(z) =
∞∑
k=0

zk

Γ(αk+β) are the Mittag–Leffler functions with one and

two parameters, respectively. Note that the integral in (4.13) cannot be solved in closed form and the
solution cannot be obtained as an expression of classical functions.

Now we apply the above technique to find approximately the solution as a limit of a sequence of
explicit functions.

Let x0 = 0.
The function v(t) = t7 − 0.01 is a mild lower solution on [0, 0.9] of the IVP for FrDE (4.12), since

the inequality

t7 − 0.01 ≤ 1

Γ(0.5)

t∫
0

(t− s)−0.5(1 + s7 − 0.01) ds for t ∈ [0, 0.9] (4.14)

is satisfied (see Figure 1).
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Figure 1. Example 2. Graph of the mild
lower solution t7 − 0.01 on [0, 0.9].
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Figure 2. Example 2. Graph of the mild
upper solution t2 on [2, 2.9].
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Figure 3. Example 2. Graph of the function
t2 on [0, 0.9].
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Figure 4. Exampe 2. Graph of the mild
lower and mild upper solutions on [0, 0.9].

Consider equation (4.12) with replaced t0 = 0 by τ0 = 2. The function w(t) = t2 is a mild upper
solution on [2, 2.9] of the IVP for FrDE (4.12) with t0 = 2, since the inequality

t2 ≥ 1

Γ(0.5)

t∫
2

(t− s)−0.5(1 + s2) ds for t ∈ [2, 2.9] (4.15)

is satisfied (see Figure 2). Note that the function w(t) = t2 is not a mild upper solution on [0, 0.9]
of the IVP for FrDE (4.12) (see Figure 3). At the same time, the inequalities v(t) = t7 − 0.01 ≤
w(t+ 2) = (t+ 2)2 for t ∈ [0, 0.9] hold (see Figure 4).

Define the zero lower and upper approximations by v(0)(t) = v(t) = t7 − 0.01 and w(0)(t) =
w(t+ 2) = (t+ 2)2 for t ∈ [0, 0.9].

From equation (4.1) we get

v(1)(t) = 0 +
1

Γ(0.5)

t∫
0

(t− s)−0.5(1 + s7 − 0.01) ds =
1

Γ(0.5)

(
0.99

2

3
t1.5 +

4096

109395
t8.5

)
,

v(2)(t) =
1

(Γ(0.5))2

t∫
0

(t− s)−0.5
(
Γ(0.5) + 0.99

2

3
s1.5 +

4096

109395
s8.5

)
ds

=
1

(Γ(0.5))2

(
Γ(0.5)

2

3
t1.5 + 0.129591t3 + 0.00109083t10

)
, t ∈ [0, 0.9],

i.e., the successive approximations are polynomial functions and there is no problem in obtaining them
in a closed form with the corresponding integrals.
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Figure 5. Example 2. Graph of the lower
approximations defined by (4.1).
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Figure 6. Example 2. Graph of the lower
and upper approximations defined by (4.1)
and (4.2).

Similarly, we get

w(1)(t) = 0 +
1

Γ(0.5)

t∫
0

(t− s)−0.5(1 + (s+ 2)2) ds

=
1

Γ(0.5)

(10
3

t1.5 +
16

105
t3.5 +

16

15
t2.5

)
, t ∈ [0, 0.9].

Using the software Wolftam Mathematica 10.0 we obtain the successive approximations with the
graphs given in Figures 5 and 6.

Then the approximate solution of the IVP for FrDE (4.12) is defined as

qx(t) =
v(6)(t) + w(6)(t)

2
= 1.12838t0.5 + t1 + 0.752253t1.5 + 0.5t2

+ 0.300901t2.5 + 0.499167t3 + 0.0833333t4 + 0.00833333t5 + 0.000694444t10.

Case 2. The initial time of the mild lower solution is greater than the initial time of the mild upper
solution.

Theorem 4.2. Let the following conditions be fulfilled:

(1) Let the points θ0, t0, τ0: 0 ≤ τ0 ≤ t0 ≤ θ0 be given and the functions v, w: v ∈ C([θ0, θ0 + T ]),
w ∈ C([τ0, τ0 + T ]) be lower and upper solutions of the IVP for NIFrDE (2.2) on the intervals
[θ0, θ0 + T ] and [τ0, τ0 + T ], respectively. Let, additionally, v(t + η) ≤ w(t) for t ∈ [τ0, τ0 + T ],
where η = θ0 − τ0 ≥ 0.

(2) The function f ∈ C(([θ0, θ0 + T ] ∪ [t0, t0 + T ] ∪ [τ0, τ0 + T ])× R,R) is nonincreasing in its first
argument t and it is nondecreasing in its second argument x.

Then there exist two sequences of functions {v(n)(t)}∞0 and {w(n)(t)}∞0 , defined by recurrence
formulas (4.1) and (4.2), where v(0)(t) = v(t + η), w(0)(t) = w(t − ξ) and the claims (b)–(i) of
Theorem 4.1 are true.

Example 4.2. Consider the IVP for the scalar Caputo FrDE

c
1D

0.3
t x(t) = x3 − t

20
for t ∈ [1, 3], x(1) = 0. (4.16)

Now we apply the above technique to find approximately the solution as a limit of two sequences
of explicit functions.

In this case we can find mild lower and mild upper solutions of the IVP for FrDE (4.16) on the
interval [1, 3].
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Figure 7. Example 3. Graph of the mild
lower solution v(t) = −0.5 on [1, 3].
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Figure 8. Example 3. Graph of the mild
upper solution w(t) = 1− 0.1t on [1, 3].

The function v(t) = −0.5 is a mild lower solution on [1, 3] of the IVP for FrDE (4.16), since the
inequality

−0.5 ≤ 1

Γ(0.3)

t∫
1

(t− s)−0.7
(
(−0.5)3 − s

20

)
ds for t ∈ [1, 3] (4.17)

is satisfied (see Figure 7).
The function w(t) = 1 − 0.1t is a mild upper solution on [1, 3] of the IVP for FrDE (4.16), since

the inequality

1− 0.1t ≥ 1

Γ(0.3)

t∫
1

(t− s)−0.7
(
(1− 0.1s)3 − s

20

)
ds for t ∈ [1, 3] (4.18)

is satisfied (see Figure 8).
Therefore, θ0 = t0 = τ0 = 1, T = 2 and η = ξ = 0.
Define the zero approximation by v(0)(t) = v(t) = −0.5, w(0)(t) = w(t) = 1− 0.1t, t ∈ [1, 3].
From equation (4.1) for t ∈ [1, 3] we get

v(1)(t) = 0 +
1

Γ(0.3)

t∫
1

(t− s)−0.7
(
(−0.5)3 − s

20

)
ds

= 0.334273(−2.+ t)0.3
(
− 0.998772+ t

(
0.703571+ t(−0.113519+ (0.00599603− 0.000141416t)t)

))
,

i.e., the successive approximations are the polynomial functions and there is no problem solving in a
closed form with the corresponding integrals.

Similarly, we get

w(1)(t) = 0 +
1

Γ(0.3)

t∫
1

(t− s)−0.7
(
(1− 0.1s)3 − s

20

)
ds, t ∈ [1, 3].

The graphs of the mild lower and upper solutions, obtained by Wolfram Mathematica, which are
successive approximations, are given in Figure 9.
Remark 4.1. Both algorithms given above in Theorems 4.1 and 4.2 and illustrated in Examples 4.1,
4.2 could be applied in the special case when both mild upper and mild lower solutions have one and
the same initial time, i.e., η = ξ = 0.
Remark 4.2. From the proof of Theorem 4.1 we see that we use the monotonic property of the
function f(t, x) only when x ∈ R : v(t) ≤ x ≤ w(t) for t ∈ [t0, t0 + T ]. Therefore, if a function
f satisfies the monotonic property in condition (2) of Theorem 4.1 and Theorem 4.2 when x ∈ R :
v(t) ≤ x ≤ w(t) for t ∈ [t0, t0 + T ], then we may be able to modify f so that Condition 2 is satisfied
for all x ∈ R.
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Figure 9. Example 3. Graph of the lower
and upper approximations.
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Figure 10. Example 4. Graphs of the mild
lower/upper solutions and the correspong in-
tegrals on [0, 0.6].

Example 4.3. Consider the IVP for the scalar Caputo FrDE

c
0D

0.3
t x(t) =

t

x(t)
+ t0.7 for t ∈ [0, 0.6], x(0) = 1. (4.19)

The function f(t, x) = t
x + t0.7 is not defined when x = 0.

Consider the functions v(t) = t+ 1, w(t) = t0.3 + 1, t ∈ [0, 0.6] and note that

v(t) = t+ 1 ≤ 1 +
1

Γ[0.3]

t∫
0

(t− s)0.3−1
( s

s+ 1
+ s0.7

)
ds, t ∈ [0, 0.6],

w(t) = t0.3 + 1 ≤ 1 +
1

Γ[0.3]

t∫
0

(t− s)0.3−1
( s

s0.3 + 1
+ s0.7

)
ds, t ∈ [0, 0.6],

v(t) ≤ w(t), t ∈ [0, 0.6],

(4.20)

hold (see Figure 10).
Therefore, the functions v(t), w(t) are mild lower and upper solutions of the FrDE (4.19) and

condition (1) of Theorem 4.2 is satisfied with t0 = τ0 = θ0 = 1. We can define a function f1(t, x) ∈
C([0, 0.6]× R,R) by

f1(t, x) =

f(t, x) =
t

x
+ t0.7, t ∈ [0.0.6], x ≥ 1,

f(t, 1) = t+ t0.7, t ∈ [0, 0.6], x < 1,

The function f1(t, x) is nondecreasing in t and nonincreasing in x, i.e., condition (2) of Theorem 4.2
is satisfied and we can construct two sequences of successive approximations to the solution x(t) of the
IVP for FrDE (4.19) with v(t) ≤ x(t) ≤ w(t). We apply formulas (4.1) and (4.2) with t0 = τ0 = θ0 = 1
and replace f(t, x) by f1(t, x).

Remark 4.3. An appropriate iterative scheme for monotonic right side parts for the periodic bound-
ary value problem for the Caputo fractional differential equation is given in [14].

Acknowledgements
Research was partially supported by Fund FP17-FMI-008, Fund Scientific Research, University of
Plovdiv Paisii Hilendarski.

References
[1] R. P. Agarwal and S. Hristova, Quasilinearization for initial value problems involving differential

equations with “maxima”. Math. Comput. Modelling 55 (2012), no. 9-10, 2096–2105.



14 R. P. Agarwal, A. Golev, S. Hristova, D. O’Regan and K. Stefanova

[2] R. Agarwal, D. O’Regan and S. Hristova, Stability with initial time difference of Caputo fractional
differential equations by Lyapunov functions. Z. Anal. Anwend. 36 (2017), no. 1, 49–77.

[3] R. P. Agarwal, S. Hristova, A. Golev and K. Stefanova, Monotone-iterative method for mixed
boundary value problems for generalized difference equations with “maxima”. J. Appl. Math.
Comput. 43 (2013), no. 1-2, 213–233.

[4] Zh. Bai, Sh. Zhang, S. Sun and Ch. Yin, Monotone iterative method for fractional differential
equations. Electron. J. Differential Equations 2016, Paper No. 6, 8 pp.

[5] A. Cabada and J. J. Nieto, A generalization of the monotone iterative technique for nonlinear
second order periodic boundary value problems. J. Math. Anal. Appl. 151 (1990), no. 1, 181–189.

[6] Sh. Das, Functional Fractional Calculus. Second edition. Springer-Verlag, Berlin, 2011.
[7] A. Golev, S. Hristova and A. Rahnev, An algorithm for approximate solving of differential equa-

tions with “maxima”. Comput. Math. Appl. 60 (2010), no. 10, 2771–2778.
[8] He, Zhimin; He, Xiaoming. Monotone iterative technique for impulsive integro-differential equa-

tions with periodic boundary conditions. Comput. Math. Appl. 48 (2004), no. 1-2, 73–84.
[9] S. G. Hristova and D. D. Baǐnov, Monotone-iterative techniques of V. Lakshmikantham for a

boundary value problem for systems of impulsive differential equations with “supremum”. J.
Math. Anal. Appl. 172 (1993), no. 2, 339–352.

[10] T. Jankowski, Boundary value problems for first order differential equations of mixed type. Non-
linear Anal. 64 (2006), no. 9, 1984–1997.

[11] G. S. Ladde, V. Lakshmikantham and A. S. Vatsala, Monotone Iterative Techniques for Non-
linear Differential Equations. Monographs, Advanced Texts and Surveys in Pure and Applied
Mathematics, 27. Pitman (Advanced Publishing Program), Boston, MA; distributed by John
Wiley & Sons, Inc., New York, 1985.

[12] Th. T. Pham, J. D. Ramírez and A. S. Vatsala, Generalized monotone method for Caputo frac-
tional differential equation with applications to population models. Neural Parallel Sci. Comput.
20 (2012), no. 2, 119–132.

[13] I. Podlubny, Fractional Differential Equations. An Introduction to Fractional Derivatives, Frac-
tional Differential Equations, to Methods of Their Solution and Some of Their Applications.
Mathematics in Science and Engineering, 198. Academic Press, Inc., San Diego, CA, 1999.

[14] J. D. Ramírez and A. S. Vatsala, Generalized monotone iterative technique for Caputo fractional
differential equation with periodic boundary condition via initial value problem. Int. J. Differ.
Equ. 2012, Art. ID 842813, 17 pp.

[15] J. Vasundhara Devi, F. A. Mc Rae and Z. Drici, Variational Lyapunov method for fractional
differential equations. Comput. Math. Appl. 64 (2012), no. 10, 2982–2989.

[16] A. S. Vatsala, M. Sowmya and D. S. Stutson, Generalized monotone method for ordinary and
Caputo fractional differential equations. Dynam. Systems Appl. 24 (2015), no. 4, 429–437.

(Received 03.10.2017)

Authors’ addresses:

R. P. Agarwal
Department of Mathematics, Texas A&M University-Kingsville, Kingsville, TX 78363, USA.
E-mail: agarwal@tamuk.edu

A. Golev, S. Hristova, K. Stefanova
University of Plovdiv Paisii Hilendarski, 24 Tzar Assen St., Plovdiv 4000, Bulgaria.
E-mail: angel.golev@gmail.com; snehri@gmail.com; kvstefanova@gmail.com

D. O’Regan
School of Mathematics, Statistics and Applied Mathematics, National University of Ireland, Gal-

way, Ireland.
E-mail: donal.oregan@nuigalway.ie


