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There is investigated the numerical solvability question of the Cauchy problem for the system
of ordinary differential equations

dx

dt
= P (t)x+ q(t), (1)

x(t0) = c0, (2)

where P and q are, respectively, real matrix- and vector-functions with the Lebesque integrable
components defined on a closed interval [a, b], t0 ∈ [a, b], c0 ∈ Rn is a real vector.

Let the absolutely continuous vector function x0 : [a, b] → Rn be the unique solution of the
problem (1), (2).

Along with the problem (1), (2) we consider the difference scheme

∆y(k − 1) =
1

m

(
G1m(k) y(k) +G1m(k) y(k − 1) + gm(k)

)
(k = 1, . . . ,m), (1m)

y(km) = γm (2m)

(m = 2, 3, . . . ), where Gjm (j = 1, 2) and qm are, respectively, discrete real matrix- and vector-
functions acting from the set {1, . . . ,m} into Rn×n, km ∈ {0, . . . ,m} and γm ∈ Rn for every
m ∈ {2, 3, . . . }.

In the work, the necessary and sufficient and effective sufficient conditions are given for the
convergence of the difference scheme (1m), (2m) (m = 2, 3, . . . ) to the solution x0 of the Cauchy
problem (1), (2).

The following notations and definitions will be used.
N, Z and R are, respectively, the sets of all natural, integer and real numbers. R+ = [0,+∞[ .

[a, b] is a closed interval.
Rn×m is the space of all real n×m-matrices X = (xij)

n,m
i,j=1 with the norm

∥X∥ = max
j=1,...,m

n∑
i=1

|xij |.

Rn = Rn×1.
On×m is the zero n×m-matrix. In is an identity n× n matrix.
On is the zero n-vector.
det(X) is the determinant of the n× n-matrix X.
b∨
a
(X) is the sum of total variations of the components xij (i = 1, . . . ,m; j = 1, . . . ,m) of the

matrix-function X : [a, b] → Rn×m.
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BV([a, b];Rn×m) is the set of all bounded variation matrix-functions X : [a, b] → Rn×m, i.e.

such that
b∨
a
(X) < +∞.

L([a, b];Rn×m) is the set of all matrix-functions X : [a, b] → Rn×m whose components are
Lebesgue integrable.

If m ∈ N, then Nm = {1, . . . ,m} and Ñm = {0, 1, . . . ,m}.
If J ⊂ Z, then E(J ;Rn×m) is the space of all matrix-functions Y : J → Rn×m with the norm

∥Y ∥J = max
{
∥Y (k)∥ : k ∈ J

}
.

∆ is the first order difference operator, i.e.

∆Y (i− 1) = Y (i)− Y (i− 1) for Y ∈ E(Ñm;Rn×m), i ∈ Nm.

Set

I10m =
[
a, a+

τm
2

[
, I1km =

[
τkm − τm

2
, τkm +

τm
2

[
, I1mm =

[
b− τm

2
, b
[
, (k = 1, . . . ,m− 1),

I20m =
[
a, a+

τm
2

]
, I1km =

]
τkm − τm

2
, τkm +

τm
2

]
, I1mm =

]
b− τm

2
, b
]
, (k = 1, . . . ,m− 1),

where
τkm = a+ kτm (k = 0, . . . ,m), τm =

b− a

m
.

We introduce the operators pm : BV([a, b];Rn)→E(Ñm,Rn) and qjm : E(Ñm,Rn)→BV([a, b];Rn)
(j = 1, 2) defined by

pm(x)(k) = x(τkm) for k ∈ Ñm

and
qjm(y)(t) = y(k) for t ∈ Ijkm, k ∈ Ñm (j = 1, 2)

for every m ∈ {2, 3, . . . }.

Definition. We say that a sequence (G1m, G2m, gm; km) (m=2, 3, . . . ) belongs to the set CS(P, q, t0)
if for every c0 ∈ Rn and the sequence γm ∈ Rn (m = 2, 3, . . . ), satisfying the condition

lim
m→+∞

γm = c0,

the difference problem (1m), (2m) has a unique solution ym ∈ E(Ñm;Rn) for any sufficiently large
m and the condition

lim
m→+∞

∥∥ym − pm(x0)
∥∥
Ñm

= 0

holds.

We assume that P ∈ L([a, b];Rn×n), q ∈ L([a, b];Rn), Gjm ∈ E(Nm;Rn×n) (j = 1, 2) and
gm ∈ E(Nm;Rn) (m = 2, 3, . . . ). In addition, we define Gjm (j = 1, 2) and gm at the point zero by

Gjm(0) = On×n, gm(0) = 0n (j = 1, 2; m = 2, 3, . . . ).

Theorem 1. Let
lim

m→+∞
τkmm = t0. (3)

Then (
(G1m, G2m, gm; km)

)+∞
m=2

∈ CS(P, q, t0) (4)
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if and only if there exist matrix-functions Pj ∈ L([a, b];Rn×n) (j = 1, 2) and a sequence of matrix-
functions Hm ∈ E(Nm;Rn×n) (m = 2, 3, . . . ) such that

P1(t) + P2(t) = P (t) for t ∈ [a, b], (5)

lim
m→+∞

sup
( 1

m

m∑
k=1

∥Hm(k)Gjm(k)∥
)
< +∞ (j = 1, 2), (6)

lim
k→+∞

max
{
∥Hm(k)− In∥ : k ∈ Nm

}
= 0, (7)

lim
k→+∞

max

{∥∥∥∥ 1

m

k∑
l=σ+1

Hm(l)Gjm(l)−
τkm∫

τσm

Pj(τ) dτ

∥∥∥∥ : σ < k; σ, k ∈ Ñm

}
= 0 (j = 1, 2) (8)

and

lim
k→+∞

max

{∥∥∥∥ 1

m

k∑
l=σ+1

Hm(l)gm(l)−
τkm∫

τσm

q(τ) dτ

∥∥∥∥ : σ < k; σ, k ∈ Ñm

}
= 0. (9)

Corollary 1. Let the conditions (3), (5)–(7) hold and let

lim
k→+∞

max

{∥∥∥∥ 1

m

k∑
l=σ+1

Hm(l + i)Gjm(l)−
τkm∫

τσm

Pj(τ) dτ

∥∥∥∥ : σ < k; σ, k ∈ Ñm

}
= 0

(i = −1, 1; j = 1, 2)

and

lim
k→+∞

max

{∥∥∥∥ 1

m

k∑
l=σ+1

Hm(l + i)gm(l)−
τkm∫

τσm

q(τ) dτ

∥∥∥∥ : σ < k; σ, k ∈ Ñm

}
= 0 (i = −1, 1),

where Pj ∈ L([a, b];Rn×n) (j = 1, 2), Hm ∈ E(Nm;Rn×n) (m = 2, 3, . . . ). Let, moreover, either

lim
k→+∞

sup

(
1

m

m∑
k=1

(
∥G1m(k)∥+ ∥G2m(k)∥+ ∥gm(k)∥

))
< +∞

or
lim

k→+∞
sup

( m∑
k=1

∥∥∆Hm(k − 1)
∥∥) < +∞.

Then the inclusion (4) holds.

Theorem 2. Let the conditions (3), (5)–(7) hold and let

lim
k→+∞

max

{∥∥∥∥ 1

m

k∑
l=σ+1

Gjm(l)−
τkm∫

τσm

Pj(τ) dτ

∥∥∥∥ : σ < k; σ, k ∈ Ñm

}
= 0 (j = 1, 2), (10)

lim
k→+∞

max

{∥∥∥∥ 1

m

k∑
l=σ+1

gm(l)−
τkm∫

τσm

q(τ) dτ

∥∥∥∥ : σ < k; σ, k ∈ Ñm

}
= 0, (11)

lim
k→+∞

sup

{∥∥∥∥ 1

m

k∑
l=σ+1

l∑
i=1

∆H(i)Gjm(i)−
τkm∫

τσm

P∗j(τ) dτ

∥∥∥∥ : σ < k; σ, k ∈ Ñm

}
= 0
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and

lim
k→+∞

sup

{∥∥∥∥ 1

m

k∑
l=σ+1

l∑
i=1

∆H(i)gm(i)−
τkm∫

τσm

q∗(τ) dτ

∥∥∥∥ : σ < k; σ, k ∈ Ñm

}
= 0,

where Pj , P∗j ∈ L([a, b];Rn×n) (j = 1, 2), q∗ ∈ L([a, b];Rn), Hm ∈ E(Nm;Rn×n) (m = 2, 3, . . . ).
Then (

(G1m, G2m, gm; km)
)+∞
m=2

∈ CS(P − P∗, q − q∗, t0),

where P∗(t) ≡ P∗1(t) + P∗2(t).

Corollary 2. Let the conditions (3), (5) hold and let there exist a natural µ and matrix-functions
Bi ∈ E(Nm;Rn×n) (i = 0, . . . , µ− 1) such that

lim
k→+∞

sup

(
1

m

m∑
k=1

(∥G1mµ(k)∥+ ∥G2mµ(k)∥)

)
< +∞,

lim
k→+∞

max{∥Hmµ−1(k)− In∥ : k ∈ Nm} = 0,

lim
k→+∞

max

{∥∥∥∥∥ 1

m

k∑
l=σ+1

Gjmµ(l)−
τkm∫

τσm

Pj(τ)dτ

∥∥∥∥∥ : σ < k; σ, k ∈ Ñm

}
= 0 (j = 1, 2)

and

lim
k→+∞

max

{∥∥∥∥∥ 1

m

k∑
l=σ+1

gmµ(l)−
τkm∫

τσm

qj(τ)dτ

∥∥∥∥∥ : σ < k; σ, k ∈ Ñm

}
= 0,

where Pj ∈ L([a, b];Rn×n) (j = 1, 2),

Hm0(k) ≡ In,

Hmi+1(k) ≡
(
In −Hmi(k)−

1

m

k∑
l=1

Hmi(l)Gσm(l)−Bi+1(k)

)
Hmi(k),

Gjm i+1(k) ≡ Hmi(k)Gjm(k), gmi+1(k) ≡ Hmi(k)gm(k)

(σ = 1, 2; i = 1, . . . , µ− 1; m = 2, 3, . . . ).

Then the inclusion (4) holds.

If µ = 1, then Corollary 2 has the following form.

Corollary 3. Let the conditions (3), (5), (10), (11) and

lim
k→+∞

sup

(
1

m

m∑
k=1

(
∥G1m(k)∥+ ∥G2m(k)∥

))
< +∞

hold, where Pj ∈ L([a, b];Rn×n) (j = 1, 2). Then the inclusion (4) holds.

Corollary 4. Let the conditions (3), (5), (7)–(9) hold and let there exist sequences of matrix-
functions Qjm ∈ E(Ñm,Rn×n) (j = 1, 2; m = 2, 3, . . . ) such that

det
(
In + (−1)jQjm(k)

)
̸= 0 for k ∈ Nm (j = 1, 2; m = 2, 3, . . . )
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and

lim
m→+∞

sup

(
1

m

2∑
σ=1

m∑
k=1

∥Gσm(k)−Qσm(k)∥
)

< +∞,

where

Hm(k) ≡
k∏

l=1

(In +Q2m(l))−1(In −Q1m(l)).

Then the inclusion (4) holds.

The question considered in the work is classical. There are a lot of papers where the problem
has been investigated (see, for example, [5, 6] and the references therein). But we could not find
the necessary and sufficient conditions for the convergence of the difference schemes. Note that
there are obtained the necessary and sufficient conditions for stability of the difference schemes
circumscribed above, as well.

The proofs of the results are based on the following concept. We rewrite the problems (1), (2)
and (1m), (2m) (m = 2, 3, . . . ) as the Cauchy problem for the systems of so called generalized
ordinary differential equations in the sense of Kurzweil ([5, 7]). Therefore, the convergence of the
differential scheme is equivalent to the well-posedness question for the Cauchy problem for the last
systems. So, using the results of the papers [1–3] we established the present results.

The analogous results are valid for general linear boundary value problems, as well.
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